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Abstract. In this paper, we present the recent advances in using discontinuous Galerkin method for solving wave
equation in the context of seismic depth imaging and full wave inversion. We show some examples and the way
forward to some advanced schemes coupling different numerical approximations we believe will provide the necessary
tools for building the next seismic depth imaging generation codes for TOTAL Exploration&Production. This
contribution is linked to the mini symposium (MS) Mathematical tools in energy industry (organized at Arcachon
during the 9th International conference Curves and Surfaces).

Keywords. Numerical analysis, approximation, energy, HPC, finite elements method, Discontinuous Galerkin
method, seismic depth imaging.

1. Introduction

Seismic depth imaging is the main tool used to extract information describing the geological structure
of the subsurface from the recorded data in Oil and Gas industry. It is an inverse problem which consists
in finding the best model minimizing the distance between the observed data and the predicted data.
The process to estimate the predicted data is known as the process of forward modeling and is based
on the resolution of the wave equation for some sources, initial conditions and boundary conditions.
Efficiency for solving the forward modeling is crucial for geophysical imaging as one needs to get
solutions of the PDEs for many sources and many iterations as we progressively improve our image
and, therefore, the model we consider. Constant progresses in data acquisition and in rocks physics
labs, more powerful computers and integrated team including physicists and applied mathematicians
have greatly contributed to the development of advanced numerical algorithms integrating more and
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more complex physics. For the last 20 years, our industry has been very active in the definition
and introduction of different wave equation approximations and corresponding numerical methods for
solving forward problem. But the real change came with the implementation of the full wave equation,
thanks to the petascale era, giving access to a complete representation of the wavefield. It allowed
geo-scientists to re-design imaging algorithm both in time dynamic and time harmonic domain. The
most popular numerical scheme used nowadays by the industry is based on finite difference methods
(FDM) on regular grids [13], [6]. We refer to [18] for examples of FDM in the geophysics frameworks
and to [10] for 3D applications.

Finite Element Methods (FEM) (see [1], [9] or [16]) can use unstructured meshes to discretize
accurately complex domains. Two kinds of FEM seem to be adapted to wave propagation simulation:
Spectral Elements Methods (SEM) (see [15] for example of SE methods for geophysical applications)
and discontinuous Galerkin Methods (DGM) (see [19] for a comparison between DGM and FDM
applied to wave equations for seismic applications). SEM use high order functions and need less
memory space than classical FEM without hampering the numerical convergence order. Discontinuous
Galerkin Methods (DGM) have been increasingly studied for the resolution of differential models of
linear wave propagation problems, particularly in the time domain [12] and [7]. DGM are more suitable
than classical continuous FEM to deal with hp-adaptivity (interpolation degree p or mesh step h can
change from element to another) [8], providing a greater flexibility in the mesh construction and the
discretization of the different regions of the subsurface. In time domain, the block diagonal structure of
the mass matrix leads to explicit representation of the solution and can be coupled with multirate time
stepping strategy to relieve the CFL condition. Their main drawback comes from an increase of the
number of degrees of freedom leading to an important computational cost (CPU time and memory)
as compared to classical FEM. In time domain, following Chan’s work, [4], we can take advantage of
the Bernstein-Bézier basis, that induce blocked discretization matrices with sparse non-zero blocks. In
harmonic domain, we use Hybridizable Discontinuous Galerkin Methods (HDGM) in order to decrease
the size of the linear system to be inverted. The principle of HDGM consists in introducing an auxiliary
unknown defined only on the faces of the element and in expressing all DG variables as functions of
this new unknown. Hence, HDGM inherits all of the advantages of DGM, without the drawback of
the increase of degrees of freedom [3].

In this paper, we present recent advances in using DGM for solving wave equation in the context of
seismic depth imaging. In the first section, we briefly present the two most commonly used technolo-
gies in seismic depth imaging known as reverse time migration and full wave form inversion. In the
second section dedicated to the time domain, we successively present the use of Bernstein-Bézier basis
functions and the multirate time stepping methods applied to the isotropic elastic wave equation and
how we can expect to improve both accurace and efficiency of the corresponding numerical solver. The
last section will introduce the HDGM in the context of solving the seismic full wave form inversion
problem in time harmonic domain. It will be shown that the memory footprint of the linear opera-
tor can be dramatically reduced and take advantage of the most advanced direct linear solvers. The
main objective of this paper it to provide to the reader a quick overview of some research activity on
advanced numerical methods for solving the wave equation operator for seismic depth imaging in the
context of Oil and Gas exploration. Main results presented here were obtained through an active col-
laboration with Inria Bordeaux-Sud Ouest (Pau) project-team MAGIQUE3D, Inria Sophia-Antipolis
project-team NACHOS and Virginia-Tech.

This work is linked to a mini symposium (MS) organized during the 9th international conference
Curves and Surfaces (Arcachon, june-july 2018). The MS was oriented toward energy applications in
industry.
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2. Seismic depth imaging
2.1. Introduction

The two main methods used for seismic depth imaging taking advantage of the full implementation of
the wave equation are the Reverse Time Migration (RTM) and Full Wave Inversion (FWI). They both
take advantage of the redundancy of the huge amount of seismic data recorded during the seismic
acquisition. Seismic acquisition, see Figure 2.1, is the starting point to all seismic depth imaging
project. It consists in emitting shock waves, the seismic sources, generally placed at the top of the
subsurface, and to record on a discrete set of recorders, the seismograms, (fig.2), the echoes: travel
time and corresponding amplitudes, of the reflected wave.

Sources Receivers

4

N7
&b 5

PN/ A

FIGURE 2.1. Principle of seismic acquisition

Seismic depth imaging consists in defining the best model of the subsurface, defined in terms of
velocities and densities, explaining the seismic data recorded during the seismic acquisition campaign.

Reverse Time Migration (RTM) and Full Wave Inversion (FWI) are the most widely imaging tech-
nology used in the Oil and Gas industry for seismic depth imaging. Both methods are based on the
resolution of wave equations.

Reverse time migration is based of the imaging condition introduced by J. Claerbout in 1971 [5]
who noted that if there is a reflector in the subsurface, when the downgoing source wavefield hits the
reflector, an upcoming reflection is generated traveling up to the receivers. In other words, wherever
the source and receiver wavefields are in the same place at the same time, there must be a reflector.
Thus, the imaging condition consists for all the shot profiles of the seismic aquisition, in correlating
the solution of the forward wavefield with the solution of the backpropagation of the measured data.
The imaging condition can be formulated in its simplest form, as

7= ZZ(usufl) (2.1)

where (s,d) are source and receivers for a given shot profile, ug is the forward wavefield solution
of P(m)us = s with m is an appropriate model and P is the wave equation operator, u) is the
backpropagated wavefield, solution of the P*(m)u}; = d, with P* is the adjoint of the wave equation
operator. For more details on the RTM technique, we refer to [5, 2].

Seismic Full Waveform Inversion (FWT) can be seen as an application of an optimal control problem
determining the parameters of the PDEs governing wave propagation in a complex heterogeneous
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medium. The method relies on the minimization of the cost function J(m), which is the difference
between observed and predicted data. On time harmonic domain we have,

T(m) = 5 33 IR (us(m) — o] (22)

where d are the data, m is the unknown or model, s represents the sources in the acquisition, w the
angular (possibly complex) frequency, R stands for the restriction operator on to the receivers location
for source s, u is solution of P(m)u = gs where P is the appropriated wave equation operator and R,
is the predicted data. J minimization is commonly acheived through the use of Newton method:

where H refers to the Hessian. However, for the seismic inverse problem, the numerical cost of com-
puting the second order derivative of the functional becomes rapidly overwhelming (due to the size of
the discretized domain and the large number of sources in the seismic acquisition).

Alternative techniques have been developed for solving optimization problems, based on the first
order derivative only or using Hessian approximation. The simplest approximation is to simply use a
gradient descent algorithm, that uses only first order information,

mit =mt — aV,,J(m?), (2.4)

where « is a scale coefficient selected using a linesearch-type algorithm.
The Gradient computation of the objective function is based on the adjoint state method:

Vi (m,u) = ?R(;qul(m, u,u*))

= R(O(P(m)u — g, ")) 29
= R(OmP(m)u,u")),
where u is the predicted wavefield solution of
P(m)u = s, (2.6)
u* is the adjoint state wavefield or backpropagated wavefield, solution of
P*(m)y = —R* (R (u) - d) (2.7)

‘P is the wave equation operator, and P* is the adjoint of the wave equation operator.

We refer to [20] for a complete description and analysis of the FWI.

Efficiency for solving the forward and adjoint wave equation operator is crucial for geophysical
imaging. Constant progresses in seismic data acquisition give access to more informations such as
P-waves and Shear waves, suface waves,...all of them carrying out usefull informations about the
subsurface. Taking advantage of these huge amount of informations requires both the integration of
more physics into the solvers and more accurate numerical methods to tackle the challenging depth
imaging problems in seismic depth imaging. Still an important R&D effort on advanced numerical
schemes for solving the wave equation operators is pursued in our industry. Figure 2.2 summarizes the
importance of wave equation operator in seismic depth imaging.

2.2. Discontinuous Galerkin Finite Element for elastic wave propagation

FElastic depth imaging is a real challenge for seismic depth imaging. One of the main challenges is to
provide accurate solvers flexible enough to accurately represent the different waves propagations, the
high discontinuity material properties, the complex geometries, such as irregular sea-floor or surface
acquisition topography. Very efficient on modern computers, Finite Difference Methods, FDM, are
the main numerical methods used for seismic depth imaging. However, despite their efficiency, FDM
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Forward modeling

A

backward modeling
Imaging condition Gradient

N\
Model update

Reverse time migration: RTM Full wavefrom inversion: FWI

FIGURE 2.2. Wave equation operator and seismic depth imaging

have some limitations for approximating highly heterogeneous media and irregular topographies, for
coupling different physics (acoustic-elastic) or are strongly constrained in the case of explicit time
marching algorithm by the CFL condition.

By contrast, FEM by construction can use unstructured meshes to discretize accurately complex
domains and allow efficient multiscale approach in time and space. However, continuous Galerkin FEM
(CGFEM) introduce the need to invert the mass matrix, which is not easily invertible and especially
bad for explicit methods.

Discontinuous Galerkin Finite element methods (DGFEM) have been increasingly studied for the
resolution of differential models of linear wave propagation problems, particularly in the time do-
main [12] and [7] and more recently in frequency domain [3]. They are particularly well designed to
deal with:

e hp-adaptivity (interpolation degree p or mesh step h can change from element to another),
providing a greater flexibility in the mesh construction and the discretization of the different
regions of the subsurface.

e Explicit representation in time domain, taking advantage of the block diagonal structure of

the mass matrix which can be coupled with multirate time stepping strategy to relieve the
CFL condition.
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e Efficient mapping many supercomputer architectures.

The following Figure 2.3 gives a quick comparaison of the different numerical methods and limitations.

Complex High-order accuracy Explicit semi-
geometries and hp-adaptivity discrete form

FDM X v v
FVM v X v
FEM v v X
DG-FEM v v v

FIGURE 2.3. Method comparison (From [11])

However, despite their flexibility, DGFEM have still some drawbacks:

e The increasing number of degrees of freedom compared to classical FEM leads to an important
increase of the cost in CPU and memory and limits the interest of DGFEM for real applications
both in time dynamic and harmonic domain.

e In time dynamic domain, optimal unstructured meshes combined to material properties results
in very constrained time discretization sampling, increasing CPU time if not localized.

To address these issues we have explored different strategies:

e For time-domain, we couple the discontinuous Galerkin methods on tetrahedral meshes based
on the Bernstein-Bézier basis to multirate time step implementation. Our objective is to take
advantage of the optimal complexity algorithms (constant cost per degree of freedom with
respect to order of approximation) of Bernstein-Bézier basis function and to reduce time sam-
pling constrain.

e For time harmonic domain, we use Hybridizable Discontinuous Galerkin Finite Element
to reduce the number of degrees of freedom and so the size of the resulting linear system
to invert.

3. Bernstein-Bézier and multirate time stepping for the elastic wave equation

The choice of high-order Lagrange elements requires operations with block dense matrices that create
computational bottlenecks, limiting computational efficiency on modern HPC architectures. Figure 3.1
shows an example of the sparsity pattern of derivative operator using nodal basis of polynomial order
n=4.

Recent work done by J. Chan et al. 2017 [4], addresses this issue by investigating the use of
Bernstein-Bézier basis functions, that induces blocked discretization matrices with sparse non-zero
blocks. Computational experiments have confirmed the advantage of Bernstein-Bézier DG kernels
over both straightforward and block-partitioned nodal DG kernels at high orders of approximation.
For a complete description of the history of the Bernstein-Bézier basis functions we refer to Chan
et al. [4]
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FiGurk 3.1. Nodal derivative matrix sparsity.

The key idea followed by Chan was to use the “strong” DG formulation. In this case, the mass matrix
is factored out of the volume terms and removed after multiplying with the inverse mass matrix on
both sides. This leaves only the application of a derivative operator, and decreases the number of
matrix multiplications required to evaluate the volume term. To evaluate the surface term, the inverse
of the mass matrix is fused into the face mass matrices to produce the face lift matrices. The lift can
itself be decomposed into two sparse matrices.

The Bernstein-Bézier basis functions are not nodal, but they have sparse matrix operations on each
tetrahedron element. The coordinated inside a tetrahedron can be expressed in barycentric coordinates,

x (X) = i)\iﬁi, 24: Ai=1,
=1 =1

where the 7; are the vertices of the tetrahedron and the A; are the barycentric coordinates of a point
Z. The Bernstein-Bézier basis functions on the tetrahedron are the different terms in the expansion of

i+ X+ A +200)", BE(X) = ( . )A"‘, @l = n,
where n is the polynomial order of the basis functions. The property that makes sparse matrix-
operations is the degree-elevation operator, that increases the polynomial order by one, but combining
up to 4 Bernstein-Bézier functions of order n to obtain a function of order n + 1 [4].
The degree elevation operator is used to obtain a sparse derivative operator for derivatives w.r.t.
barycentric coordinates. These barycentric derivatives are then combined to get the derivatives of the
reference element coordinates,

-1 10 0
Ve=Jg Ve=Jg" | =1 0 1 0 | Vs,
-1 0 0 1

where r are the reference coordinates and A are the barycentric coordinates. The barycentric deriva-
tives are sparse in the Bernstein-Bézier basis as shown in Figure 3.2.

53



CALANDRA, LAMBERT, et al.

0
L ]
L 1]
L 1]
5t e
L ] [ ]
L ] [ X ]
L 1]
10 - e
L] L X
L L ]
L] .
15 H
L L ]
L ] [ X ]
(X ]
20 - * . . ¢ .
L] L ] [ X ]
L ] L ] L ]
L ] L ] L ]
25+ ‘e * e
[ ] L ]
L] [ X ]
. L ]
30 - .o .o :
L ] .
L ] ]
L] L]
35 J ‘ * s
0 10 20 30
nz =80

FIGURE 3.2. Sparsity patterns of derivative operators using Bernstein-Bézier for N = 4.

The LIFT-operator is a projection from the surfaces of the element onto the element as described
in [4]. In order to gain efficiency, the Bernstein-Bézier LIFT-operator can be compressed by a factor-
ization,

LIFT = Ey, - Ly,

where F, and Lg are sparse matrices as presented in Figure 3.3 for polynomial order 4.
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FI1GURE 3.3. Sparsity patterns of lift operators L, Fr, and Lg for a Bernstein-Bézier
basis of degree N = 4.

4. Multirate time stepping

While simulating numerically the wave propagation using DGM, one can expect to have locally refined
meshes. This can lead to severe constraints on the stability condition. Figure 4.1 is an example showing
the time step distribution for a complex model. In this case smallest time steps represent 0.1% of the
mesh when more than 95% of the meshes can accept a time step 16 time longer. Implementing multirate
time stepping avoids the requirement of taking small global timesteps and thus enables more efficient
computations, see e.g. [14].
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FI1GURE 4.1.
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Time step distribution for a complex geological model.

55



CALANDRA, LAMBERT, et al.

4.1. General idea

Starting from the following ODE:
L) = F(t, U) (4.1)
with F(¢,U(t)) the Right Hand Side (RHS) of the ODE.
Let us recall that it is well known that the Adams-Bashforth (AB) method with local time stepping
is very efficient with lower CPU time than many other methods. If we discretize equation (4.1) with

a single rate (AB) method then the fully discrete equations are:
UM = U™ 4 At (aoF(t", U") + arF (", UM 4 aF (#7720 2))

with At a global timestep and (ag, a1, az) the coefficients for the AB time integrator. In the multirate
Adams-Bashforth method (MRAB), we use the Adams-Bashforth method with different timesteps for
different elements in the domain. We only allow to change the timestep by factors of a half, where
each level is determined by the number of factors. We do not allow neighboring elements to differ with
more than one level. In order to compute a right-hand-side in Adams-Bashforth, we need the wavefield
for the element and its neighbor faces. The not so obvious step is to provide the wavefield for a level
where the neighbor element is from a lower level that is not computed for the current timestep.

4.2. Different multirate time integrators
The standard AB method has three parameters ag, a1 and ag, to compute the next timestep
U™ = U™+ At (aoF (17, U") + i F (1771, U"1) 4 aoF (172,072 (4.2)

The wavefields that we need from the neighbor of lower level can be computed by taking a half step
with different parameters by, b1 and bo,

Untl/2 — g» + At (bOF (t", U™) + b1 F (t”*,U”“) + by F (t”*Q, U"*2>> . (4.3)

When the lower level has been computed we overwrite the wavefield with the wavefield half the local
timestep forward. When we compute the next timestep, we need to take into account that the wavefield
has been modified, and the new update that is equivalent to using the “standard” AB becomes

U = U2 4 A ((ag = bo) F (7, U") + (a1 — b) F (71, U"1) + (ap — bo) F (772, U"72)).
(4.4)
Figure 4.2 shows the execution order of those different local time integrators for a two-rate AB3
method.

4.3. DG formulation of the isotropic elastic wave equation

In this section, we extend developments for the isotropic acoustic wave equation operator [4] to the
isotropic elastic case. Let us consider the isotropic elastic wave equation

05 = C < gz ) 7 (4.5)
paﬁ = ( D1 Do )6, (46)

where
_ T _ T
=10 Oy 0Ozx Oy Ouz Ogy ) , T=(0vy vy v, ) ,
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FIGURE 4.2. Two-rate AB3 method diagram.
with 6 x 6 stifflness tensor C' and the derivative matrices

D = Dy , Dy=1{ 9, dy |-
0, 0, 0,

In the DG-formulation, each wavefield is expressed in basis functions o,,; = @Tﬁm on each tetradron
element. We can write the coefficients on element K

K = (Gpw Oyy Gsz Oyz Oaz Oy ), o= (Ts 0, 0.)"
The discretized equations are
_ Dy \ _
o7 =C ( D; > o+ LIFTF5 (4.7)
pov = ( D1 Dy )o,+LIFTF5, (4.8)
with fluxes
1 1
Fs=—-| N[+ NNT [z 4.9
2([1 o] H) (4.9)
=X (NT 7 ant o I—an®) [T 4.10
T = [@] + {pvp} An” [0] + {pvs} nns ) []) . (4.10)
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The first term in FiF and Fy comes from integration by parts, and the remaining terms are penalization.
The derivative matrices D1 and Dy have the continuous derivatives 0 replaced with matrices De, and
the “normal” matrices N1 and N have the same shape as the derivative matrices, with e.g. D¢ replaced
with figl. We further denote N = (NVy, Ny)T. The LIFT-operator projects the wavefields on the faces
of the element onto its volume. When the order of two adjacent elements are different, for instance
order p for element K and order g for its neighbor, we apply the projection operator II,, — Mzgjl M,,q of
the wavefield of order g to the wavefield of order p, where M, is the mass matrix with basis function
of order p and ¢. The projection is a non-sparse operator, except for Bernstein-Bezier when p > g¢;
then the projection is the sparse degree-elevation operator from order ¢ to order p.

At the top of the domain we use free surface conditions that are imposed weakly by changing the
jumps in the fluxes. The jumps at the free surface are replaced by

[6] = —20%, [0]=0.
At the other boundaries we weakly impose absorbing boundary conditions,
[T1] = —pu, N0 — 1, [G2] = —pusNow’ — G5, [0 =0,
where &1 = (Guz, Oy, 022)" > and Ta = (Tyz, Oass Oay) -

In terms of implementation, note that the fluxes are not precomputed, the values of the solution on
the neighbors are obtained on the fly for each face of the element.

5. Numerical results

5.1. 2D

Multirate time scheme has been validated qualitatively in 2d on a Marmousi test case. We have run
the two algorithms on the same configuration and checked that both methods deliver similar results.
In Figures 5.1 and 5.2 we depict two snapshots, printed at the same time, of the velocity along the
z-axis for both single rate AB (Fig. 5.1) and three rates AB (Fig. 5.2). The results look the same.

FI1GURE 5.1. Snapshot for single-rate AB with DG-elastic-iso propagator.

5.2. 3D

MRAB, combined with a variable distribution of polynomial orders has been tested on a 3D isotropic
elastic model. Figure 5.3 and 5.4 show the distribution of polynomial orders that is used: mainly
P4-elements. Figure 5.5 shows the histogram of the time-step estimation and Figure 5.6 and 5.7 the
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ot L. Ll L VT

FIGURE 5.2. Snapshot for MRAB (3 levels) with DG-elastic-iso propagator.

corresponding distribution of multirate levels. Let us note that the code has been implemented to
satisfy the CFL requirement and not only the mesh size, and therefore our approach is suitable both
to fit mesh size and wave speed.

107 Polynomial order distribution
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Fi1GuRE 5.3. Distribution of pol- FIGURE 5.4. Bar chart of the
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5.3. Isotropic elastic time DG FEM summary

Taking advantage of DG natural hp refinement we can reduced the number of meshes and adapt
polynomial order to the size of the mesh for preserving accuracy. Replacing standard Lagrange poly-
nomial basis function by the Bernstein-Bézier basis function combined to a multirate time stepping
implemention has improved both accuracy and performance of our isotropic elastic solver as shown in
Figure 5.9.
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FIGURE 5.8. Snapshot of the wavefield o,, for MRAB3, with 3 levels.
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Speedup using multi-rate AB3 and Bernstein-Bezier basis

Bernstein-Bezier
MRAB3

FIGURE 5.9. Performance improvement of the isotropic elastic Time DGFEM imple-
mentation using Bernstein-Bézier basis functions and Multirate AB3 (using meshes and
parameters specified in Figures 11-15).

6. Hybridizable Discontinuous Galerkin method, HDG

When applied to steady-state and time-harmonic problems, the main drawback of classical DG meth-
ods is their computational cost (CPU time and memory occupancy) as compared to classical (contin-
uous) finite element (CG) methods because they incur additional degrees of freedom, especially when
an arbitrarily high order interpolation of the field components is used. This is due to the fact that the
degrees of freedom are local to an element and so, the degrees of freedom placed at element interfaces
have to be duplicated. As a consequence, DG methods lead to larger (sparse) linear systems of equa-
tions with a higher number of globally coupled degrees of freedom as compared to CG methods on a
given mesh. To get around this drawback, we consider here an alternative DG method: the hybridizable
DG method (HDG). Instead of solving a linear system involving the degrees of freedom of all volumic
cells of the mesh, the principle of HDG consists in introducing a Lagrange multiplier representing the
trace of the numerical solution on each face of the mesh. Hence, it reduces the number of unknowns
of the global linear systems and the volumic solution is recovered thanks to a local computation on
each element (see Fig. 6.1, Fig. 6.2 and Fig. 6.3). For more details and reference, we refer to [3].

6.1. Mathematical formulation

We consider the first order formulation of the 3D elastic wave equations in frequency domain. We
have, for x = (z,y,2) € Q C R3

{an(X)V(X)

wo (x)

(x

I
I <

(x) + f(x) in 2,

(v(x)) in Q, (6.1)
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where ¢ is the imaginary unit, w the angular frequency; p(x) defines the mass density and f(x) the
source term which is generally associated to volumic forces. The vector v(x) = (v, (%), vy(x), vz(x))T
is the velocity vector and ¢ the strain tensor, where ¢;; = % (%@l + %) ;1,7 = x,y,2 and g is the
stress tensor. In the general case, 0;; = Ek:{mﬁz} Zl:{m[’z} Cijkiekt- The tensor C is a fourth order
symmetric tensor containing the elastic coefficients. It possesses symmetry properties, Cijkl = Cjikl =
Cijik = Criij and it is positive for all symmetric tensors § : Zi7j7k’l:{z7y’z} Cijri&ijém = o Ziyj:{x’w} fzzj
For simplicity, we do not describe the boundary conditions.

The main difference between Discontinuous Galerkin Methods and classical Finite Element Method
lies in the fact that the basis functions are only assumed piecewise continuous. Assuming that physical
parameters are piecewise constant (or polynomial) we approximate v and g on each element K of a
triangulation (or mesh) 7, of Q by polynomial functions.

To obtain the HDG formulation of the elastic waves equations, we write the weak variational
formulation of system (6.1) into a linear system

ARWE L CEA = FK, (6.2)

where W is a vector containing the unknowns associated to degrees of freedom of v and o belonging to
the element K, while A is a vector containing all the unknowns associated to the Lagrange multipliers
which represent the numerical trace of the solution. In our case, A represents the numerical trace of v
on each face. As the matrix A¥ is invertible, we express the initial unknowns of the problem, (v, 0),
as functions of the Lagrange multiplier A

Wk — (AK)A (FK_(CKA)_

To obtain the global linear system, we need to introduce a second equation. Thanks to the physics
properties, this last equation is easily deduced by enforcing the continuity of the normal stress over
each face of the mesh. It can be written as a linear system

BW +1LA =0, (6.3)
Replacing W in this last equation, we obtain the global linear system in A that we have to solve
AHDGA: FHDG. (64)

Once this system is solved, the unknowns v, and g, can be computed locally, element by element, by
solving (6.2).

It is worth noting that, except the solution of the global linear system, all the steps of the HDG
algorithm are easily parallelizable.
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6.2. Numerical Results

First, we have compared the performances of the 2D HDG method with those of classical 2D nodal
DG methods like the Internal Penalty Discontinuous Galerkin (IPDG) method [17] on the Marmousi
test-case. Using a direct solver (Mumps), we have shown that the memory consumption for the solution
of the linear system, which is the main bottleneck of harmonic problems, is, for example, divided by
3 using HDG methods (see Fig. 6.4), and that the computational time of the linear solver is divided
by 4 for a same interpolation order p = 3 (see Fig. 6.5).

Then, we have considered the 3D case and we have compared the HDG computational performances
with the ones of a classical finite elements (FE) method for a same number of degrees of freedom
(dof). We have shown that, by increasing the number of dof, the resolution of the HDG linear system
requires less memory than the resolution of the FE system. Moreover, we have also been able to reduce
the memory consumption by proving that the HDG formulation for the elastic waves equations is a
symmetric formulation. The HDG method for seismic imaging has been implemented as a proof of
concept and is now being implemented into the FWI algorithm.
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FIGURE 6.4. Memory consump-
tion of classical DG and hybridiz- FiGURE 6.5. Speedup of hy-
able DG. bridizable DG vs. classical DG.

7. Conclusion and perspectives

Efficiency for solving the forward modeling is crucial for seismic depth imaging and still require an
important R&D effort. Discontinuous Galerkin (DG) methods have been shown to be well suited for
solving problem in highly complex media. However, the increase of the number of degrees of freedom
can limit the interest for real application. Taking avantage of recent work, we have shown that the
use of appropriate basis function such as Bernstein-Bézier basis coupled with multirate time stepping
greatly helps to improve performances. In harmonic domain, Hybridizable Discontinuous Galerkin
(HDG) methods reduce the memory footprint helping to take advantage of the most advance direct
linear solvers. HP refinement is an important feature we can take advantage of for reducing the CPU
and memory cost of the DG. It relies on efficient meshes tools providing optimal meshes based on local
material and geometrical properties of the media. The goal is to provide optimal meshes and polynomial
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order approximation. This topic is still an important ongoing research topic and has not been adressed
in this review. Another important topic we are exploring in order to take advantage of the DG flexibility
is the coupling of different meshes, hexahedron- tetrahedron and numerical approximation SEM-DG.
By combining the advantage of the different methods we expect to develop very efficient Wave Equation
solvers for seismic depth imaging.
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