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Abstract. We first study the one-dimensional dusty gas flow modeled by the two-phase system composed
of a gaseous carrier (gas phase) and a particulate suspended phase (dust phase). The gas phase is modeled
by the compressible Euler equations of gas dynamics and the dust phase is modeled by the pressureless
gas dynamics equations. These two sets of conservation laws are coupled through source terms that model
momentum and heat transfers between the phases. When an Eulerian method is adopted for this model,
one can notice the obtained numerical results are typically significantly affected by numerical diffusion.
This phenomenon occurs since the pressureless gas equations are nonstrictly hyperbolic and have degenerate
structure in which singular delta shocks are formed, and these strong singularities are vulnerable to the
numerical diffusion.

We introduce a low dissipative hybrid finite-volume-particle method in which the compressible Euler equa-
tions for the gas phase are solved by a central-upwind scheme, while the pressureless gas dynamics equations
for the dust phase are solved by a sticky particle method. The obtained numerical results demonstrate that
our hybrid method provides a sharp resolution even when a relatively small number of particle is used.

We then extend the hybrid finite-volume-particle method to the three-dimensional dusty gas flows with
axial symmetry. In the studied model, gravitational effects are taken into account. This brings an additional
level of complexity to the development of the finite-volume-particle method since a delicate balance between
the flux and gravitational source terms should be respected at the discrete level. We test the proposed method
on a number of numerical examples including the one that models volcanic eruptions.

Math. classification. 65M08, 76M12, 76M28, 86-08, 76M25, 35L65.
Keywords. Two-phase dusty gas flow model, three-dimensional axial symmetry, compressible Euler equa-
tions, pressureless gas dynamics, finite-volume-particle methods, central-upwind schemes, sticky particle
methods, operator splitting methods.

1. Introduction

Dusty gases contain a large number of small solid particles (or liquid droplets). The dust phase
always has a small volume fraction, but its mass per unit volume may be large relative to the gas
phase. Such models are used to describe, for instance, jets of ash in volcanic eruptions (see, e.g.,
[16, 18, 19, 41, 57, 59]) and arise in many applications ranging from industrial processes to geophysical
flows.
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the support by NSF RNMS Grant DMS-1107444.
The second author was supported by in part by NSF Grant DMS-1115718.
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139

mailto:chertock@math.ncsu.edu
mailto:shumo.cui@temple.edu
mailto:kurganov@math.tulane.edu


A. Chertock, S.Cui, et al.

Dusty gas flows are represented by two-phase models: The first phase (gas), modeled by the com-
pressible Euler equations of gas dynamics, is coupled with the pressureless gas dynamic equations for
the second phase (dust) via the drag and heat transfer terms. The model is described by two sets of
equations expressed in terms of the density, momentum and total energy of each phase. In this paper,
we consider two different dusty gas flow models. The first one is a simplified one-dimensional (1-D)
model described in §2.1, while the second one is a more realistic three-dimensional (3-D) model with
axial symmetry described in §2.2.

Several numerical methods for dusty gas flow models can be found in, for example, [6, 25, 26, 27,
40, 45, 50, 51]. However, efficiency, accuracy and resolution of these methods are limited due to strong
singularities typically developed in the pressureless dusty fraction. In the absence of coupling terms,
the studied two-phase systems decouple into two sets of hyperbolic conservation laws. The second
(dust) system is a system of pressureless gas dynamics, which may develop δ-shocks either at isolated
points or along the surfaces of co-dimension one (see, e.g., [2, 3, 5, 8, 20, 43, 44, 48, 49, 62]). Therefore,
numerically solving pressureless gas dynamics equations is a challenging task; see, e.g., [4, 35]. While
the source terms present on the right-hand side (RHS) of the studied two-phase systems smooth out
singularities in the solution, sharp structures may still develop. Moreover, since the speed of sound of
the dusty gas is lower than the speed of sound of the pure gas phase (in fact, substantially lower at high
dust densities), the slower dust phase waves are hard to capture using a Riemann-problem-solver-free
numerical method (e.g., Godunov-type non-oscillatory central schemes or relaxation schemes) directly
applied to the entire two-phase system. On the other hand, developing highly accurate (approximate)
Riemann or generalized Riemann problem solvers for the studied systems may be way too complicated
and the resulting upwind method may become computationally expensive.

In this paper, we follow the approach in [45, 50] and implement an operator splitting method, in
which we split the original two-phase systems into the following three parts: the uncoupled equations
for each phase, drag effects and heat transfer systems. We develop new hybrid finite-volume-particle
(FVP) methods for the 1-D and axisymmetric 3-D two-phase dusty gas systems by applying a finite-
volume (FV) method to the gas component of the system and a sticky particle (SP) method to its
dust part.

Any accurate and stable FV method can be used as a part of our hybrid approach. Here, we imple-
ment a second-order semi-discrete central-upwind (CU) scheme, which is a Riemann-problem-solver-
free Godunov-type method. CU schemes were developed in [29, 30, 32, 33] for general multidimensional
hyperbolic systems of conservation laws, and, in particular, were successfully applied to Euler equa-
tions of gas dynamics. CU schemes enjoy all the major advantages of Riemann-problem-solver-free
central schemes (universality, efficiency and robustness), and at the same time, have a certain “built-
in” upwind nature. They can be relatively easily extended to solve the studied two-phase systems, but,
as we demonstrate in §5, the resolution of the computed numerical solution may not be sufficiently
sharp.

SP methods belong to a class of Lagrangian-type deterministic particle methods (see, e.g., [11, 12,
13, 14, 15, 47]) that provide a diffusion-free (or a low diffusion) alternative to Eulerian FV methods in
many cases, especially when a convective term in the underlying system is linear. In these methods, the
solution is represented by a collection of particles carrying certain weights. Equations of evolution in
time are then written to describe the dynamics of the locations of the particles and their weights. It is
well-known that the success of various particle methods relies upon accurate reconstruction procedures
used to recover the numerical solution from its particle distribution, as well as on accurate and efficient
redistribution algorithms, which will ensure that different regions in the computational domain are
adequately resolved. Here, we use a method that is based on the SP method proposed in [14], where a
special way of reconstructing the particle velocities as well as a special particle merger technique were
developed in order to enforce a desired interaction between the particles and prevent the clustering of
particles at the singularities.
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In order to design a hybrid approach, we apply the semi-discrete CU scheme to the compressible
Euler equations that describe the gas phase and an improved version of the SP method for pressureless
gas dynamics equations that represent the dust part. The two methods are combined into the FVP
method, which utilizes the specific advantages of each part of the hybrid FVP method in the right
places: The high-resolution CU scheme allows one to accurately capture shock, contact and rarefaction
waves in the gas fraction, while the low or even non-dissipative SP method guarantees a superb
resolution of strong singularities that may form in the dust fraction.

It should be observed that while the CU scheme uses fixed grid cells, the SP method is meshless and
particle locations change in time. Therefore, during the interactions steps for the drag effect and heat
transfer, the computed cell averages of the gas quantities must be projected onto the particle locations,
and the particle approximations of the dust quantities should be averaged over the FV cells. These
intergrid projections will be carefully carried out in a sufficiently accurate and conservative manner.

The paper is organized as follows. We start in §2 by describing the studied dusty gas flow models.
We then present the 1-D (§3) and axisymmetric 3-D (§4) hybrid FVP methods. We conclude in §5 with
several 1-D and axisymmetric 3-D numerical examples and compare solutions computed by the hybrid
FVP method with the corresponding solutions computed using the second-order semi-discrete CU
scheme applied to the entire system. Our numerical experiments clearly demonstrate the superiority
of results obtained by the FVP method.

2. Dusty Gas Flow Models

In this section, we provide a detailed description of the studied 1-D and 3-D dusty gas flow models.

2.1. One-Dimensional Dusty Gas Flow Model

The studied 1-D models reads as 
∂

∂t
qg + ∂

∂x
fg(qg) = −S1 − S2,

∂

∂t
qd + ∂

∂x
fd(qd) = S1 + S2,

(2.1)

where the subscripts “g” and “d” refer to the gas and dust fractions, respectively,

q :=
(
qg
qd

)
, qg =

 ρg
ρgug
Eg

 , qd =

 ρd
ρdud
Ed

 (2.2)

are vectors of conservative variables for gas and dust phases, and

fg(qg) =

 ρgug
ρgu

2
g + pg

(Eg + pg)ug

 , fd(qd) =

 ρdud
ρdu

2
d

Edud

 (2.3)

are the flux functions for the corresponding phases.
In the above equations (2.1)–(2.3), x and t are space and time variables, respectively, ρ(x, t) is the

density, u(x, t) denotes the velocity, E(x, t) is the total energy, p(x, t) represents the pressure. We
consider the 1-D model from [45, 50], where the interactions between the two phases due to the drag
effect and heat transfer are modeled by the terms S1 and S2 on the RHS of (2.1), which are given by

S1 =

 0
A|ug − ud|(ug − ud)
A|ug − ud|(ug − ud)ud

 , S2 =

 0
0

Q(Tg − Td)

 , (2.4)
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where Tg and Td denote the gas and dust temperatures, respectively. The total energies of the two
phases consist of two parts, internal energies (Eg and Ed) and kinetic energies (Kg and Kd):

Eg = Eg +Kg, Eg = ρgTg
γ − 1 , Kg = 1

2ρgu
2
g,

Ed = Ed +Kd, Ed = ρdTd
γ − 1 , Kd = 1

2ρdu
2
d,

(2.5)

where γ stands for the specific heat ratio. The gas pressure pg is computed according to the equation
of state (EOS) for an ideal gas,

pg = (γ − 1)Eg. (2.6)
In the interaction terms S1 and S2 in (2.4), A is the drag coefficient and Q is the heat transfer function
defined by

A = Cd ρd ρg, Q = 9Nuµγ ρd
2uref ρref dp (γ − 1)Pr , (2.7)

where dp is the diameter of the dust particle and the parameters Nu and Cd are computed by

Cd = 0.46 + 28Re−0.85 and Nu = 2 + 0.65Re1/2Pr1/3, (2.8)
where Pr denotes the Prandtl number, and Re and µ, which stand for the Reynolds number and
dynamic viscosity, respectively, are obtained by

Re = ρgdp|ug − ud|
µ

, µ = 1.71× 10−5
(
Tg Tref

273

)0.77
. (2.9)

Finally, ρref , uref and Tref are the reference density, viscosity and temperature, respectively.

2.2. Three-Dimensional Dusty Gas Flow Model with Axial Symmetry

In the 3-D case with axial symmetry, we denote the fluid density by ρ(r, z, t), its velocities in the r-
and z-directions by u(r, z, t) and v(r, z, t), respectively, the total energy by E(r, z, t) and the pressure
by p(r, z, t). Using cylindrical coordinates, the axisymmetric 3-D systems of governing equations can
be expressed in the following form:

∂

∂t
qg + ∂

∂r
fg(qg) + ∂

∂z
gg(qg) = Gg − S1 − S2 + Sr,

∂

∂t
qd + ∂

∂r
fd(qd) + ∂

∂z
gd(qd) = Gd + S1 + S2,

(2.10)

where

q :=
(
qg
qd

)
, qg =


rρg
rρgug
rρgvg
rEg

 , qd =


rρd
rρdud
rρdvd
rEd


are vectors of conservative variables for gas and dust phases, and

fg(qg) =


rρgug

r(ρgu
2
g + pg)

rρgugvg
rug(Eg + pg)

 , fd(qd) =


rρdud
rρdu

2
d

rρdudvd
rEdud

 ,

gg(qg) =


rρgvg
rρgugvg

r(ρgv
2
g + pg)

rvg(Eg + pg)

 , gd(qd) =


rρdvd
rρdudvd
rρdv

2
d

rEdvd
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are the flux functions for the corresponding phases.
As in the 1-D case, we consider the model from [45, 50], where the interactions between the two

phases due to the drag effect and heat transfer are modeled by the terms S1 and S2, respectively,
given by

S1 =


0

rA|Vg − Vd|(ug − ud)
rA|Vg − Vd|(vg − vd)

rA|Vg − Vd|(Vg − Vd) · Vd

 , S2 =


0
0
0

rQ(Tg − Td)

 , (2.11)

where Tg and Td denote the gas and dust temperatures, while Vg and Vd are their velocity vectors.
As in the 1-D case, the total energies of the two phases consist of the internal and kinetic energies and
are given by

Eg = Eg +Kg, Eg = ρgTg
γ − 1 , Kg = 1

2ρg(u2
g + v2

g),

Ed = Ed +Kd, Ed = ρdTd cvd
R

, Kd = 1
2ρd(u2

d + v2
d),

where cvd is the dust specific heat, R is the gas constant, and the gas pressure pg is computed according
to the EOS (2.6). In the interaction terms S1 and S2 in (2.11), A is the drag coefficient and Q is the
heat transfer function defined by

A = Cd ρd ρg, Q = 9Nuκg ρd Tref
2uref pref dp

, (2.12)

where dp is the diameter of the dust particle, κg represents the gas thermal conductivity, and the
parameters Nu and Cd are computed by

Nu = 2 + 0.65Re1/2Pr1/3 and Cd =
{ 24

Re(1 + 0.15Re0.687) Re < 1000,
0.44 Re ≥ 1000. (2.13)

Here, the Reynolds number Re and the Prandtl number Pr are obtained by

Re = ρgdp|Vg − Vd|
µ

and Pr = γ Rµ

(γ − 1)κg
, (2.14)

where µ denotes the dynamic viscosity.
Unlike the 1-D case considered in §2.2, in the axisymmetric 3-D case we have additional geometric

and gravitational source terms on the RHS of (2.10) given by

Sr =


0
pg
0
0

 , Gg =


0
0

−rgρg
−rgρgvg

 , Gd =


0
0

−rgρd
−rgρdvd

 , (2.15)

where the parameter g denotes the gravitational constant.
The presence of the extra terms (2.15) brings another level of complexity to the construction of an

accurate numerical method for (2.10) as the system admits steady-state solutions with the hydrostatic
balance if the dust phase is omitted. At these “dust-free” steady states, the flux produced by the
pressure in the gas phase is canceled by the gravitational source term and the resulting steady-state
solution is

ug ≡ 0, vg ≡ 0, pg = pg(z), wg := pg +Rg ≡ Const, (2.16)
where Rg is the primitive of the gravitational force in the vertical direction, that is,

Rg(r, z, t) := g

z∫
ρg(r, ζ, t)dζ. (2.17)

143



A. Chertock, S.Cui, et al.

The importance of steady states such as (2.16) lies in the fact that in many situations when the dust
phase is absent, the dynamics is realized as a (relatively) small perturbation of the steady states. It
is therefore essential to design a well-balanced numerical method, that is, a numerical method, which
preserves a discrete version of the equilibrium states (2.16) exactly. An improper treatment of the
gravitational force and thus the steady states may lead to a solution, which either oscillates around
the equilibrium or deviates from the equilibrium in time. This problem is well known in the numerical
community and received a great attention in the literature; see, e.g., [1, 7, 9, 17, 36, 37, 39, 55, 56, 60,
61].

For the compressible Euler equations that describe the gas phase, we use a well-balanced version
of the second-order semi-discrete CU scheme introduced in [9]. We follow the idea in [9] and perform
the piecewise linear reconstruction step of the CU scheme in such a way that the equilibrium variables
remain constants at the steady states. The latter is achieved by reconstructing the equilibrium variables
rather than the conservative ones and results in a well-balanced CU scheme for the Euler equations
governing the gas phase; see §4.1.1 below.

3. One-Dimensional Finite-Volume-Particle (FVP) Method

We develop a numerical method for the dusty gas system (2.1) using an operator splitting approach.
We split the system (2.1) into three parts. The first part is the homogeneous equations of the gas and
dust phases: 

∂

∂t
qg + ∂

∂x
fg(qg) = 0,

∂

∂t
qd + ∂

∂x
fd(qd) = 0,

(3.1a)

(3.1b)

the second part represents the drag effect between the two phases:
∂

∂t
qg = −S1,

∂

∂t
qd = S1,

(3.2a)

(3.2b)

and lastly, the third part stands for the heat transfer:
∂

∂t
qg = −S2,

∂

∂t
qd = S2.

(3.3a)

(3.3b)

We denote the solution operators for (3.1), (3.2), (3.3) by L0, L1 and L2, respectively, and assume
that the solution at time t is available. Then, the solution at time t + ∆t is approximated using the
second-order Strang splitting [53]:

q(x, t+ ∆t) ≈ L0
(∆t

2
)
L1
(∆t

2
)
L2(∆t)L1

(∆t
2
)
L0
(∆t

2
)
q(x, t). (3.4)

Note that the first part (3.1) consists of two uncoupled systems (3.1a) and (3.1b), which can be solved
separately, while the coupling between the gas and dust phases is reflected in the systems (3.2) and
(3.3).

In the following sections, we introduce the numerical schemes for the fluid dynamics (3.1a), (3.1b),
drag effects (3.2) and heat transfer (3.3) splitting steps.
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3.1. L0: Fluid Dynamics Splitting Step

In this section, we introduce an FVP method for the uncoupled systems (3.1). In this method, the gas
phase system (3.1a) is solved by a CU scheme while the dust phase system (3.1b) is solved by an SP
method.

3.1.1. Semi-Discrete Central-Upwind (CU) Scheme for the Gas Phase

We start with a description of a semi-discrete CU scheme for the system (3.1a). For simplicity, we
partition the computational domain into uniform cells Cj := [xj− 1

2
, xj+ 1

2
] of size |Cj | = ∆x centered at

xj = j∆x, j = jL, . . . , jR. We assume that at time level t, the cell averages of the numerical solution,
(qg)j(t) := 1

∆x
∫
Cj
qg(x, t) dx, are available.

A semi-discrete CU scheme from [30] applied to (3.1a) results in the following system of ODEs:

d

dt
(qg)j = −

F j+ 1
2
−F j− 1

2

∆x , (3.5)

where

F j+ 1
2

:=
a+
j+ 1

2
fg((qg)E

j )− a−
j+ 1

2
fg((qg)W

j+1)

a+
j+ 1

2
− a−

j+ 1
2

+
a+
j+ 1

2
a−
j+ 1

2

a+
j+ 1

2
− a−

j+ 1
2

(
(qg)W

j+1 − (qg)E
j

)
(3.6)

are numerical fluxes.
The one-sided point values in (3.6) are computed by

(qg)E
j :=

[
(ρg)E

j , (ρg)E
j (ug)E

j ,
(pg)E

j

γ − 1 + 1
2(ρg)E

j ((ug)E
j )2
]T
,

(qg)W
j+1 :=

[
(ρg)W

j+1, (ρg)W
j+1(ug)W

j+1,
(pg)W

j+1
γ − 1 + 1

2(ρg)W
j+1((ug)W

j+1)2
]T
,

where (ρg)E
j , (ug)E

j , (pg)E
j (and (ρg)W

j+1, (ug)W
j+1, (pg)W

j+1) are the left- (right-) sided values of the
gas density, velocity and pressure at the cell interfaces x = xj+ 1

2
, which are obtained using the

reconstruction operator R (introduced in Appendix A.1):

(ρg)E
j := R{(ρg)j}

∣∣
x=x−

j+ 1
2

, (ug)E
j := R{(ug)j}

∣∣
x=x−

j+ 1
2

, (pg)E
j := R{(pg)j}

∣∣
x=x−

j+ 1
2

,

(ρg)W
j+1 := R{(ρg)j}

∣∣
x=x+

j+ 1
2

, (ug)W
j+1 := R{(ug)j}

∣∣
x=x+

j+ 1
2

, (pg)W
j+1 := R{(pg)j}

∣∣
x=x+

j+ 1
2

.
(3.7)

Here,

(ug)j = (ρgug)j
(ρg)j

and (pg)j = (γ − 1)
[
(Eg)j −

1
2(ρg)j(ug)2

j

]
(3.8)

are approximations of the cell center values of the gas velocity and pressure, respectively.
Finally, the one-sided local speeds of propagation, a±

j+ 1
2
, in (3.6) are estimated using the smallest

and largest eigenvalues of the Jacobian ∂fg
∂qg

:

a+
j+ 1

2
= max

{
(ug)E

j + (cg)E
j , (ug)W

j+1 + (cg)W
j+1, 0

}
,

a−
j+ 1

2
= min

{
(ug)E

j − (cg)E
j , (ug)W

j+1 − (cg)W
j+1, 0

}
,

(3.9)

where the speeds of sound are defined by (cg)E
j :=

√√√√γ(pg)E
j

(ρg)E
j

and (cg)W
j+1 :=

√√√√γ(pg)W
j+1

(ρg)W
j+1

.
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Remark 3.1. In (3.7), (3.8), we reconstruct the primitive variables (ρg, ug, pg) rather than the conser-
vative ones (ρg, ρgug, Eg), since our numerical experiments suggest that reconstructing the conservative
variables may lead to appearance of oscillations in the velocity and temperature across contact waves.

Remark 3.2. We would like to point out that the first-order version of the scheme (3.5), (3.6) is
exactly the semi-discrete version of the scheme in [21, 28].

3.1.2. Sticky Particle (SP) Method for the Dust Phase

In this section, we describe the sticky particle method from [14], which is used to solve the dust
phase system (3.1b). To this end, we seek a solution of (3.1b) in the form of a linear combination of
δ-functions:

qMd (x, t) =
M∑
i=1
αi(t)δ(x− xPi (t)), αi = (mi,mi(ud)i, (Ed)i )T . (3.10)

Here,M denotes a total number of particles, xPi and αi are the location and weights of the ith particle
that carries the mass mi, momentum mi(ud)i and energy (Ed)i.

The initial weights and locations of the particles can be determined based on the the initial condition
qd(x, 0) =

(
ρd(x, 0), ρdud(x, 0), Ed(x, 0)

)T
. We first partition the computational domain Ω into M

subdomains Ω0
i , i = 1, . . . ,M , and then an ith particle with the weight αi(0) :=

∫
Ω0

i
qd(x, 0)dx is

placed at the geometric center of Ω0
i , denoted by xPi (0). For example, one may choose {Ω0

i } to be an
uniform partition of the computational domain Ω, and xPi (0) to be the center of the interval Ω0

i . Then,
the particle weights are approximated by a midpoint quadrature:

αi(0) =
∫

Ω0
i

qd(x, 0)dx ≈ |Ω0
i |qg(xPi (0), 0).

Based on the weak formulation of (3.1b) the locations and weights of particles are evolved according
to the following ODEs (see [14]):

dxPi (t)
dt

= ũd(xPi (t), t), dαi(t)
dt

= 0, i = 1, . . . ,M, (3.11)

where ũd(x, t) is a piecewise linear reconstruction of the dust velocity obtained in the following way.
First, we compute the average velocities of the particles located in each cell Cj . These velocities,
denoted by (ud)CM

j , are computed by

(ud)CM
j =

∑
i:xPi (t)∈Cj

α
(2)
i (t)

∑
i:xPi (t)∈Cj

α
(1)
i (t)

and can be viewed as approximate dust velocity values at the corresponding centers of mass:

(ud)CM
j ≈ ud(xCM

j , t), xCM
j =

∑
i:xPi (t)∈Cj

xPi (t)α(1)
i (t)

∑
i:xPi (t)∈Cj

α
(1)
i (t)

. (3.12)

Then, we reconstruct the piecewise linear approximation of ud as follows:

ũd(x, t) = RP
{(

(ud)CM
j , xCM

j

)}
,

where the reconstruction operator RP is introduced in Appendix B.1.
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For each particle, in addition to evolving its location and weights, we also need to keep track of the
volume |Ωi| occupied by the particle (it will be used in the computation of the exchange terms, see
§3.4). As in [11], we evolve |Ωi(t)| by solving the following ODEs:

d

dt
|Ωi(t)| =

∂ũd
∂x

(xPi (t), t)|Ωi(t)|, (3.13)

subject to the initial conditions |Ωi(0)| = |Ω0
i |.

3.1.3. Particle Merger

In cases when too many particles cluster in a relatively small region, the efficiency of the particle
method is significantly jeopardized. This happens due to severe time step restrictions needed to ensure
the stability of the particle method (as it becomes unstable if one allows the particle trajectories to
cross in the (x, t)-plane). To overcome this difficulty, we adopt the following particle merger algorithm
from [14]: We choose a predetermined critical distance dcr and force any two particles, say, the ith and
i+ 1st, with the distance between them smaller than dcr to be merged into a new particle whose the
weight and location are calculated as:

αnew = αi +αi+1, xnew =
mix

P
i +mi+1x

P
i+1

mi +mi+1
.

This procedure of particle merger is repeated until the distance between any pair of remaining particles
is greater than dcr.
Remark 3.3. The critical distance dcr should be chosen experimentally. In all of our numerical
examples, this distance was set as dcr = ∆x/2. We would also like to stress that our numerical
experiments clearly indicate that the presented FVP method does not seem to be sensitive to the
choice of dcr.

3.1.4. Particle Redistribution

While some particles may cluster, some other particles may spread away from each other, in which
cases some of the particles become isolated and, as a result, the particle distribution will become too
sparse to provide a sufficient resolution of the computed solution. Therefore, we propose the following
procedure to detect and locally redistribute the isolated particles. First, the total number of particles
located in Cj is counted and denoted by nj . If one of the particle-occupied cells (nj > 0) has “empty”
neighboring cells (that is, both nj−1 = 0 and nj+1 = 0), then we regard the particles in this cell as
isolated. We then replace all of the isolated particles in the computational domain with a new group
of particles located at the centers of the FV cells {x`} and carrying the weights {αnew

` } given by

αnew
` =

∑
i∈I

Φ
(xPi − x`

∆x
)
αi, I = { i | xPi ∈ Cj : nj > 0, nj−1 = nj+1 = 0}, (3.14)

where

Φ(ξ) =


5− 2ξ − 1

8

√
−7 + 12ξ − 4ξ2, if 1 < |ξ| ≤ 2,

3− 2ξ + 1
8

√
1 + 4ξ − 4ξ2, if |ξ| ≤ 1,

0, otherwise

(3.15)

is a nonnegative compactly supported cut-off function [34, 46]. It can be shown that the redistribution
procedure described above satisfies the conservation of mass, momentum and energy of particles:∑

`

αnew
` =

∑
i∈I
αi. (3.16)
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Remark 3.4. Note that in (3.14),

Φ
(xPi − x`

∆x
)

= 0, if xPi − x` ≥ 2∆x,

which indicates that the new particles generated far away from isolated particles will have zero weights
and it is sufficient to only consider the new particles located within the 2∆x vicinity of the isolated
particles. In fact, if the particles in a certain cell Cj are detected as isolated, we only compute their
replacements {x`,αnew

` } with ` = j − 2, . . . , j + 2.

3.2. L1: Interaction Time Step for Drag Effect

In this section, we describe the numerical scheme for solving the system (3.2) over the time interval
[t0, t0 + ∆t] (we follow the approach in [45]). In this procedure, denoted by L1(∆t), the gas and
dust phases exchange a portion of their momentum and energy due to the drag effect. Omitting the
dependence on x, we rewrite (3.2) as the following system of ODEs:

d

dt
ρg(t) = 0, (3.17a)

d

dt
ρgug(t) = −A |ug(t)− ud(t)|

(
ug(t)− ud(t)

)
, (3.17b)

d

dt
Eg(t) = −A |ug(t)− ud(t)|

(
ug(t)− ud(t)

)
ud(t), (3.17c)

d

dt
ρd(t) = 0, (3.17d)

d

dt
ρdud(t) = A |ug(t)− ud(t)|

(
ug(t)− ud(t)

)
, (3.17e)

d

dt
Ed(t) = A |ug(t)− ud(t)|

(
ug(t)− ud(t)

)
ud(t). (3.17f)

We note that ρg and ρd remain constant during this splitting step and following [45], we assume that
the coefficient A is also constant for t ∈ [t0, t0 + ∆t]. Then, equations (3.17b), (3.17c), (3.17e), (3.17f)
can be explicitly solved and their solutions are

(ρgug)(t0 + ∆t) = (ρgug)(t0) +M ex
1 ,

(ρdud)(t0 + ∆t) = (ρdud)(t0)−M ex
1 ,

Eg(t0 + ∆t) = Eg(t0) + Eex
1 ,

Ed(t0 + ∆t) = Ed(t0)− Eex
1 ,

where
M ex

1 = ∆u
ξ

(1
τ
− 1

)
and Eex

1 = |∆u|3A∆t (1 + τ)
2ξτ2ρd(t0) −A û∆u|∆u|∆t

τ
(3.18)

are the momentum and energy exchanges between the two phases. Here,

∆u = ug(t0)− ud(t0), û = ρg(t0)ug(t0) + ρd(t0)ud(t0)
ρg(t0) + ρd(t0) , (3.19)

ξ = 1
ρg(t0) + 1

ρd(t0) , τ = 1 +Aξ|∆u|∆t, (3.20)

and the coefficient A is computed using (2.7)–(2.9) at time t = t0.
As described in §3.1.1 and §3.1.2, the numerical solutions of the two phases are evolved in different

forms: the solution of the gas phase is realized in terms of cell averages on a fixed grid while the
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solution of the dust phase is realized in terms of a meshless particle distribution. Therefore, to evolve
the numerical solutions of both phases, the system (3.17) has to be solved twice, at two different sets
of locations for two phases.

On one hand, for the gas phase, its average momentum and energy in the cell Cj are evolved using
the momentum and energy exchanges M ex

1 and Eex
1 computed at xj :

(ρgug)j(t0 + ∆t) = (ρgug)j(t0) +M ex
1 (xj), (3.21)

(Eg)j(t0 + ∆t) = (Eg)j(t0) + Eex
1 (xj). (3.22)

On the other hand, for the dust phase, the momentum and energy weights of the ith particle are
evolved using the exchange terms calculated at xPi :

α(2)(t0 + ∆t) = α(2)(t0) + |Ωi|M ex
1 (xPi ), (3.23)

α(3)(t0 + ∆t) = α(3)(t0) + |Ωi|Eex
1 (xPi ). (3.24)

In (3.21)–(3.24), the exchange terms are explicitly computed using the formulas (3.18)–(3.20), where
the temperature value of the gas phase as well as the density and velocity values of the two phases at
locations x = xj and x = xPi are needed. To this end, we need to project the FV data onto the particle
locations {xPi }, and the particle data onto the cell centers {xj}. These projections are introduced in
§3.4.

3.3. L2: Interaction Time Step for Heat Transfer

In this section, we review the numerical scheme proposed in [45] for solving the system (3.3) over
the time interval [t0, t0 + ∆t]. In this procedure, denoted by L2, the gas and dust phases exchange a
portion of their internal energies due to their temperature difference and the heat transfer between
them. Again, we omit the dependence on x and rewrite (3.3) as the following system of ODEs:

d

dt
ρg(t) = 0, (3.25a)

d

dt
ρgug(t) = 0, (3.25b)

d

dt
Eg(t) = −Q (Tg(t)− Td(t)), (3.25c)

d

dt
ρd(t) = 0, (3.25d)

d

dt
ρdud(t) = 0, (3.25e)

d

dt
Ed(t) = Q (Tg(t)− Td(t)). (3.25f)

Noting that the densities and momenta of both phases remain constant during this splitting step, we
assume that the coefficient Q is constant for t ∈ [t0, t0 + ∆t]. As the result, the kinetic energies remain
unchanged and only the internal energies Eg and Ed are evolved by (3.25). According to the relations
between the temperature and internal energy (as introduced in (2.5)), we rewrite the ODEs (3.25c)
and (3.25f) as

d

dt
Tg(t) = −Q(γ − 1)

ρg
(Tg(t)− Td(t)),

d

dt
Td(t) = Q(γ − 1)

ρd
(Tg(t)− Td(t)).
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These equations can be analytically solved, and their solutions can be used to evolve Eg and Ed as
follows:

Eg(t0 + ∆t) = Eg(t0) + Eex
2 ,

Ed(t0 + ∆t) = Ed(t0)− Eex
2 ,

where
Eex

2 = Tg(t0)− Td(t0)
η

[
e−Qη∆t − 1

]
(3.26)

is the energy exchange between the two phases. Here,

η = (γ − 1)
[

1
ρg

+ 1
ρd

]
, (3.27)

and the coefficient Q is computed using (2.7)–(2.9) at time t = t0.
Once again, in order to evolve the numerical solutions of the two phases, the ODE system (3.25)

has to be solved at two sets of locations. For the gas phase, the average energy in Cj is updated by

(Eg)j(t0 + ∆t) = (Eg)j(t0) + Eex
2 (xj),

and for the dust phase, the energy weight of the ith particle is evolved by

α
(3)
i (t0 + ∆t) = α

(3)
i (t0) + |Ωi(t0)|Eex

2 (xPi ).
Here, the energy exchanges Eex

2 (xj) and Eex
2 (xPi ) are computed at both x = xj and x = xPi using the

formulas (3.26) and (3.27), in which the density, velocity and temperature values of the two phases
are required. In the next section, we will introduce how to obtain those values by projecting the FV
data onto the particle locations and the particle data onto the cell centers.

Remark 3.5. Since in the interaction time steps L1 and L2, only the momenta and energies of the
two phases are locally exchanged and the transportation of neither phase is considered, therefore, both
the locations of particles {xPi (t)} and the corresponding occupied volumes {|Ωi(t)|} remain unchanged
during these two splitting steps, see (3.11) and (3.13).

3.4. Finite-Volume and Particle Data Projection

Here, we describe the numerical techniques used to project the FV data onto the set of particle
locations {xPi (t)} and the particle data onto the cell centers {xj}. We assume that the gas- and dust-
phase numerical solutions, namely, {(qg)j(t)} and {αi(t), xPi (t)}, are available at a certain time level
t.

First, to evaluate the dust data at the cell centers, we use the piecewise linear reconstruction
operator RP to obtain (see Appendix B.1):

ρd(xj , t) = RP
{( 1

∆x
∑

i:xPi ∈Cj

α
(1)
i (t), xCM

j

)}∣∣∣∣∣
x=xj

,

ud(xj , t) = RP
{( ∑

i:xPi ∈Cj

α
(2)
i (t)

∑
i:xPi ∈Cj

α
(1)
i (t)

, xCM
j

)}∣∣∣∣∣
x=xj

,

Td(xj , t) = RP
{(

1
cvd

[ ∑
i:xPi ∈Cj

α
(3)
i (t)

∑
i:xPi ∈Cj

α
(1)
i (t)

− 1
2

( ∑
i:xPi ∈Cj

α
(2)
i (t)

∑
i:xPi ∈Cj

α
(1)
i (t)

)2 ]
, xCM

j

)}∣∣∣∣∣
x=xj

,
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where xCM
j are the centers of mass of the particles located in the cell Cj , see (3.12).

Using the reconstruction operator R (see Appendix A.1), we then project the gas data onto the set
of particle locations:

ρg(xPi (t), t) = R{(ρg)j(t)}
∣∣
x=xPi (t), ug(xPi (t), t) = R{(ug)j(t)}

∣∣
x=xPi (t),

Tg(xPi (t), t) = R{(Tg)j(t)}
∣∣
x=xPi (t),

where

(ug)j(t) = (ρgug)j(t)
(ρg)j(t)

and (Tg)j(t) = (γ − 1)
[

(Eg)j(t)
(ρg)j(t)

− 1
2(ug)2

j (t)
]
.

Finally, the point values of the dust phase are directly computed using the particle weights and the
size of the domain occupied by the particle:

ρd(xPi (t), t) = α
(1)
i (t)
|Ωi(t)|

, ud(xPi (t), t) = α
(2)
i (t)
α

(1)
i (t)

, Td(xPi (t), t) = (γ − 1)
[
α

(3)
i (t)
α

(1)
i (t)

− 1
2u

2
d(xPi (t), t)

]
.

4. Axisymmetric Three-Dimensional Finite-Volume-Particle (FVP) Method

In this section, we develop a numerical method for the axisymmetric 3-D dusty gas system (2.10). As
in the 1-D case, our method is based on an operator splitting approach according to which the system
(2.10) is split into three parts. The first part consists of the conservation equations for both phases
and the geometric and gravitational source terms:

∂

∂t
qg + ∂

∂r
fg(qg) + ∂

∂z
gg(qg) = Gg + Sr,

∂

∂t
qd + ∂

∂r
fd(qd) + ∂

∂x
gd(qd) = Gd,

(4.1a)

(4.1b)

the second part, written in the form (3.2a), (3.2b), represents the drag effect between the two phases,
and the third part, written in the form (3.3a), (3.3b), contains the heat transfer terms. As in the 1-D
case, we denote solution operators for (4.1), (3.2) and (3.3) by L0, L1 and L2, respectively, and apply
the second-order Strang operator splitting:

q(r, z, t+ ∆t) ≈ L0
(∆t

2
)
L1
(∆t

2
)
L2(∆t)L1

(∆t
2
)
L0
(∆t

2
)
q(r, z, t). (4.2)

In the following sections, we introduce the numerical schemes for the fluid dynamics (4.1a) and
(4.1b), drag effect (3.2) and heat transfer (3.3) splitting steps.

4.1. L0: Fluid Dynamics Splitting Step

In this section, we introduce an FVP method for the uncoupled axisymmetric 3-D system (4.1). As
in the 1-D case, the gas phase system (4.1a) is solved by a well-balanced CU scheme while the dust
phase system (4.1b) is solved by the SP method.

4.1.1. Well-Balanced Semi-Discrete Central-Upwind (CU) Scheme for the Gas Phase

We start with a description of a semi-discrete well-balanced CU scheme for the system (4.1a). For sim-
plicity, we partition the computational domain into uniform cells Cj,k := [rj− 1

2
, rj+ 1

2
]× [zk− 1

2
, zk+ 1

2
] of

size |Cj,k| = ∆r∆z centered at (rj , zk) = ((j+ 1
2)∆r, k∆z), j = 0, . . . , jR, k = kL, . . . , kR. We assume
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that at time level t, the cell averages of the numerical solution, (qg)j,k(t) := 1
∆r∆z

∫∫
Cj,k

qg(r, z, t) drdz,
are available.

In order to design a well-balanced CU scheme for the gas phase, we follow the approach from [9]
and incorporate the gravitation term −rgρg into the flux. To this end, we use the new variable w
introduced in (2.16) and rewrite the gas part (4.1a) of the studied system as follows:

∂

∂t
qg + ∂

∂r
fg(qg) + ∂

∂z
gg(qg) = Gg + Sr, (4.3)

with

qg =


rρg
rρgug
rρgvg
rEg

 , fg(qg) =


rρgug

r(ρgu
2
g + pg)

rρgugvg
rug(Eg + pg)

 , gg(qg) =


rρgvg
rρgugvg

r(ρgv
2
g + wg)

rvg(Eg + pg)

 , (4.4)

and

Sr =


0
pg
0
0

 , Gg =


0
0
0

−rgρgvg

 . (4.5)

A semi-discrete CU scheme from [33] applied to (4.3)–(4.5) results in the following system of ODEs:

d

dt
(qg)j,k = −

F j+ 1
2 ,k
−F j− 1

2 ,k

∆r −
Gj,k+ 1

2
− Gj,k− 1

2

∆z + (Gg)j,k + (Sr)j,k .

where

F j+ 1
2 ,k

:=
a+
j+ 1

2 ,k
fg
(
(qg)E

j,k)− a
−
j+ 1

2 ,k
fg
(
(qg)W

j+1,k
)

a+
j+ 1

2 ,k
− a−

j+ 1
2 ,k

+
a+
j+ 1

2 ,k
a−
j+ 1

2 ,k

a+
j+ 1

2 ,k
− a−

j+ 1
2 ,k

(Lr)j+ 1
2 ,k

[
(qg)W

j+1,k − (qg)E
j,k

]
,

Gj,k+ 1
2

:=
b+
j,k+ 1

2
gg
(
(qg)N

j,k

)
− b−

j,k+ 1
2
gg
(
(qg)S

j,k+1
)

b+
j,k+ 1

2
− b−

j,k+ 1
2

+
b+
j,k+ 1

2
b−
j,k+ 1

2

b+
j,k+ 1

2
− b−

j,k+ 1
2

(Lz)j,k+ 1
2

[
(qg)S

j+1,k − (qg)N
j,k

]

(4.6)

are numerical fluxes. In what follows we provide explicit formulae for point values (qg)E(W,N,S)
j,k com-

puted at the middle of cell boundaries, matrices (Lr)j+ 1
2 ,k

and (Lz)j,k+ 1
2
, and one-sided local propa-

gation speeds, a±
j+ 1

2 ,k
and b±

j+ 1
2 ,k

, across the lines r = rj+ 1
2
and z = zk+ 1

2
, respectively.

In order to ensure the well-balanced property of the designed numerical method, we follow the idea
from [9] and compute the one-sided point values of the conservative variables (qg)E(W,N,S)

j,k in (4.6) in
two steps: We first calculate the point values of the equilibrium variables (ρg, ug, vg, wg) and then use
them to obtain the point values of the conservative quantities (rρg, rρug, rρvg, rEg). The former are
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computed using the reconstruction operator R introduced in Appendix A.2 in (A.2):

(ρg)E
j,k := R{(ρg)j,k}

∣∣
r=r−

j+ 1
2
, z=zk

, (ρg)W
j,k := R{(ρg)j,k}

∣∣
r=r+

j− 1
2
, z=zk

,

(ρg)N
j,k := R{(ρg)j,k}

∣∣
r=rj , z=z−

k+ 1
2

, (ρg)S
j,k := R{(ρg)j,k}

∣∣
r=rj , z=z+

k− 1
2

,

(ug)E
j,k := R{(ug)j,k}

∣∣
r=r−

j+ 1
2
, z=zk

, (ug)W
j,k := R{(ug)j,k}

∣∣
r=r+

j− 1
2
, z=zk

,

(ug)N
j,k := R{(ug)j,k}

∣∣
r=rj , z=z−

k+ 1
2

, (ug)S
j,k := R{(ug)j,k}

∣∣
r=rj ,z=z+

k− 1
2

,

(vg)E
j,k := R{(vg)j,k}

∣∣
r=r−

j+ 1
2
,z=zk

, (vg)W
j,k := R{(vg)j,k}

∣∣
r=r+

j− 1
2
,z=zk

,

(vg)N
j,k := R{(vg)j,k}

∣∣
r=rj , z=z−

k+ 1
2

, (vg)S
j,k := R{(vg)j,k}

∣∣
r=rj , z=z+

k− 1
2

,

(4.7)

where
(ρg)j,k = (rρg)j,k

rj
, (ug)j,k = (rρgug)j,k

(rρg)j,k
, (vg)j,k = (rρgvg)j,k

(rρg)j,k
,

are approximations of the cell center values of the gas density and velocities in the r- and z-directions,
respectively.

Similarly, the one-sided point values of w are computed using the reconstruction operator R given
by (A.2). It should be observed, however, that since the gravitational force is only acting vertically,
the special reconstruction of wg and the integration of ρg are only needed in the z-direction. As a
result, the values of (wg)E (W)

j,k are not needed to be computed and (wg)N (S)
j,k are obtained from:

(wg)N
j,k = R{(wg)j,k}

∣∣
r=rj , z=z−

k+ 1
2

, (wg)S
j,k = R{(wg)j,k}

∣∣
r=rj , z=z+

k− 1
2

,

where the cell center values of wg are computed according to its definition given in (2.17):

(wg)j,k = (Rg)j,k + (pg)j,k.

Here, the cell center values of gas pressure (pg)j,k are given by

(pg)j,k = γ − 1
rj

[
(rEg)j,k −

(rρg)j,k
2

(
(ug)2

j,k + (vg)2
j,k

)]
,

and the values of (Rg)j,k are obtained by integrating the piecewise linear reconstruction of ρg:

(Rg)j,kL− 1
2

= 0,


(Rg)j,k+ 1

2
= (Rg)j,k− 1

2
+ g∆z (ρg)j,k,

(Rg)j,k = (Rg)j,k− 1
2

+ g∆z
2 (ρg)j,k −

g (∆z)2

8
∂

∂z
R{(ρg)j,k}

∣∣
r=rj ,z=zk

.

Once all of the equilibrium variables are reconstructed, we proceed to the computation of the point
values of the other variables needed in the flux evaluations (4.6). Using the values of (Rg)j,k+ 1

2
and

(wg)N (S)
j,k , we can recover the gas pressure values at the centers of top and bottom cell interfaces by:

(pg)N
j,k = (wg)N

j,k − (Rg)j,k+ 1
2
, (pg)S

j,k = (wg)S
j,k − (Rg)j,k− 1

2
,

while at the centers of the other two cell interfaces the values of (pg)E
j,k and (pg)W

j,k are obtained using
the reconstruction operator R given by (A.2):

(pg)E
j,k = R{(pg)j,k}

∣∣
r=r−

j+ 1
2
,z=zk

, (pg)W
j,k = R{(pg)j,k}

∣∣
r=r+

j− 1
2
,z=zk

. (4.8)
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Using (4.7), (4.8) and the equation of state (2.6), we thus obtain all of the necessary point values of
(qg):

(qg)E
j,k := rj+ 1

2
·
[
(ρg)E

j,k, (ρg)E
j,k(ug)E

j,k, (ρg)E
j,k(vg)E

j,k,
(pg)E

j,k

γ − 1 +
(ρg)E

j,k

2
[
((ug)E

j,k)2 + ((vg)E
j,k)2]],

(qg)W
j,k := rj− 1

2
·
[
(ρg)W

j,k, (ρg)W
j,k(ug)W

j,k, (ρg)W
j,k(vg)W

j,k,
(pg)W

j,k

γ − 1 +
(ρg)W

j,k

2
[
((ug)W

j,k)2 + ((vg)W
j,k)2]],

(qg)N
j,k := rj ·

[
(ρg)N

j,k, (ρg)N
j,k(ug)N

j,k, (ρg)N
j,k(vg)N

j,k,
(pg)N

j,k

γ − 1 +
(ρg)N

j,k

2
[
((ug)N

j,k)2 + ((vg)N
j,k)2]],

(qg)S
j,k := rj ·

[
(ρg)S

j,k, (ρg)S
j,k(ug)S

j,k, (ρg)S
j,k(vg)S

j,k,
(pg)S

j,k

γ − 1 +
(ρg)S

j,k

2
[
((ug)S

j,k)2 + ((vg)S
j,k)2]].

Another important point in ensuring the well-balanced property of the CU scheme is related to
the amount of the numerical viscosity in the numerical fluxes (4.6). The viscosity is controlled by two
diagonal matrices (Lr)j+ 1

2 ,k
and (Lz)j,k+ 1

2
(see [9]), which are given by

(Lr)j+ 1
2 ,k

=


H
(
∆(wg)j+ 1

2 ,k

)
0 0 0

0 1 0 0
0 0 1 0
0 0 0 1

 , (Lz)j,k+ 1
2

=


H
(
∆(wg)j,k+ 1

2

)
0 0 0

0 1 0 0
0 0 1 0
0 0 0 1

 ,
where

∆(wg)j+ 1
2 ,k

= |(wg)j+1,k − (wg))j,k|
∆r ·

rjR+ 1
2

maxj,k{(wg)j,k}
,

∆(wg)j,k+ 1
2

= |(wg))j,k+1 − (wg))j,k|
∆z ·

zkR+ 1
2
− zkL− 1

2

maxj,k{(wg)j,k}
.

(4.9)

Here, the smooth function H is designed to be very small when the computed solution is locally at
(near) the hydrostatic steady state, and to be close to 1 elsewhere. The occurrence of the steady
states is detected by a zero (or almost zero) value of ∆(wg)j+ 1

2 ,k
(or ∆(wg)j,k+ 1

2
). Thus, H(∆(wg))

should give a zero value when ∆(wg) = 0 and give values close to 1 otherwise. In all of our numerical
experiments, we have used a H function proposed in [9]:

H(∆(wg)) = (C∆(wg))m

1 + (C∆(wg))m

with the parameters C = 200 andm = 6. We also would like to point out that in (4.9), the approximate
spatial derivatives of wg are multiplied by factors

r
jR+ 1

2
maxj,k{(wg)j,k} and

z
kR+ 1

2
−z

kL−
1
2

maxj,k{(wg)j,k} , so to make the
variables ∆(wg)j+ 1

2 ,k
and ∆(wg)j,k+ 1

2
dimensionless.

Finally, the one-sided local speeds of propagation, a±
j+ 1

2 ,k
and b±

j,k+ 1
2
are estimated using the smallest

and largest eigenvalues of the Jacobians ∂F
∂qg

and ∂G
∂qg

; see [22]:

a+
j+ 1

2 ,k
= max

(
(ug)E

j,k + (cg)E
j,k, (ug)W

j+1,k + (cg)W
j+1,k, 0

)
,

a−
j+ 1

2 ,k
= min

(
(ug)E

j,k − (cg)E
j,k, (ug)W

j+1,k − (cg)W
j+1,k, 0

)
,

b+
j,k+ 1

2
= max

(
(vg)N

j,k + (cg)N
j,k, (vg)S

j,k+1 + (cg)S
j,k+1, 0

)
,

b−
j,k+ 1

2
= min

(
(vg)N

j,k − (cg)N
j,k, (vg)S

j,k+1 − (cg)S
j,k+1, 0

)
,

(4.10)
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where the speeds of sound (cg)E
j,k, (cg)W

j+1,k, (cg)N
j,k and (cg)S

j,k+1 are computed by

(cg)E
j,k =

√√√√γ(pg)E
j,k

(ρg)E
j,k

, (cg)W
j,k =

√√√√γ(pg)W
j,k

(ρg)W
j,k

, (cg)N
j,k =

√√√√γ(pg)N
j,k

(ρg)N
j,k

, (cg)S
j,k =

√√√√γ(pg)S
j,k

(ρg)S
j,k

.

4.1.2. Sticky Particle (SP) Method for the Dust Phase

In this section, we describe the multidimensional SP method from [14], which is used to solve the dust
phase system (4.1b). To this end, we seek a solution of (4.1b) in the form of linear combination of M
δ-functions:

qMd (r, z, t) =
M∑
i=1
αi(t)δ

(
r − rPi (t), z − zPi (t)

)
, αi = ( rimi, rimi(ud)i, rimi(vd)i, ri(Ed)i )T , (4.11)

where (rPi , zPi ) and αi denote the location and weights of the ith particle that carries the mass rimi,
r-momentum rimi(ud)i, z-momentum rimi(vd)i and energy ri(Ed)i.

The initial weights and locations of the particles are determined based on the initial conditions
qd(r, z, 0) = (rρd(r, z, 0), rρdu(r, z, 0), rρdv(r, z, 0), rEd(r, z, 0))T . First, the computational domain Ω
is partitioned into M non-overlapping subdomains Ω0

i , i = 1, . . . ,M , then the ith particle with the
weight αi(0) =

∫∫
Ω0

i
qd(r, z, 0) drdz is placed at the geometric center of Ω0

i denoted by (rPi (0), zPi (0)).
For instance, one may choose {Ω0

i } to be a uniform partition of Ω and (rPi (0), zPi (0)) to be the center
of the cell Ω0

i . Then, the particle weights are approximated by a midpoint quadrature:

αi(0) =
∫∫
Ω0

i

qd(r, z, 0) drdz ≈ |Ω0
i |qd(rPi (0), zPi (0), 0).

Based on the weak formulation of (4.1b), the locations and weights of the particles are evolved
according to the following ODEs; see [14]:

drPi (t)
dt

= ũd(rPi (t), zPi (t), t), dzPi (t)
dt

= ṽd(rPi (t), zPi (t), t),

dαi(t)
dt

=
(
0, 0,−gα(1)

i (t),−gα(3)
i (t)

)T
,

where ũd(r, z, t) and ṽd(r, z, t) are two piecewise linear reconstructions of the dust velocities obtained
in the following ways. First, we compute the average velocities of the particles, (ud)CM

j,k and (vd)CM
j,k ,

which are computed by

(ud)CM
j,k =

∑
i:(rPi ,z

P
i )(t)∈Cj,k

α
(2)
i (t)

∑
i:(rPi ,z

P
i )(t)∈Cj,k

α
(1)
i (t)

, (vd)CM
j,k =

∑
i:(rPi ,z

P
i )(t)∈Cj,k

α
(3)
i (t)

∑
i:(rPi ,z

P
i )(t)∈Cj,k

α
(1)
i (t)

,

and can be viewed as approximate dust velocity values at the corresponding centers of mass:

(ud)CM
j,k ≈ ũd(rCM

j,k , z
CM
j,k , t), (vd)CM

j,k ≈ ṽd(rCM
j,k , z

CM
j,k , t),

where

rCM
j,k =

∑
i:(rPi ,z

P
i )(t)∈Cj,k

rPi (t) α(1)
i (t)

∑
i:(rPi ,z

P
i )(t)∈Cj,k

α
(1)
i (t)

, zCM
j,k =

∑
i:(rPi ,z

P
i )(t)∈Cj,k

zPi (t) α(1)
i (t)

∑
i:(rPi ,z

P
i )(t)∈Cj,k

α
(1)
i (t)

. (4.12)
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Then, we reconstruct the piecewise linear approximation of ud and vd as follows:

ũd(r, z, t) = RP
{(

(ud)CM
j,k , r

CM
j,k , z

CM
j,k

)}
, ṽd(r, z, t) = RP

{(
(vd)CM

j,k , r
CM
j,k , z

CM
j,k

)}
,

where the reconstruction operator RP is introduced in Appendix B.2 in (B.1).
For each particle, in addition to evolving its location and weights, we also need to keep track of the

volume |Ωi| occupied by the particle (it will be used in the computation of the exchange terms, see
§4.4). As in [11], we evolve |Ωi(t)| by solving the following ODEs:

d

dt
|Ωi(t)| =

(∂ũd
∂r

(rPi (t), zPi (t), t) + ∂ṽd
∂z

(rPi (t), zPi (t), t)
)
|Ωi(t)|

subject to the initial conditions |Ωi(0)| = |Ω0
i |.

4.1.3. Particle Merger

In order to prevent particle clustering in a relatively small region, we use particle merger procedure
similar to the 1-D one described in §3.1.3. Following [14] we choose a predetermined critical distance
dcr and force any two particles, say, the ith and jth ones, with the distance between them smaller than
dcr to be merged into a new particle with the following weights and locations:

αnew = αi +αj , rnew =
mir

P
i +mjr

P
j

mi +mj
, znew =

miz
P
i +mjz

P
j

mi +mj
.

This procedure of particle merger is repeated until the distance between any pair of remaining particles
is greater than dcr.

4.1.4. Particle Redistribution

In order to prevent the particle distribution from becoming too sparse, we develop the following
procedure (similar to the 1-D one presented in §3.1.4) to detect and locally redistribute isolated
particles. First, the total number of particles located in the cell Cj,k is counted and denoted by nj,k.
If one of the particle-occupied cells (nj,k > 0) has eight “empty” neighboring cells, then we regard
the particles in this cell as isolated. We then replace all of the isolated particles in the computational
domain with a new group of particles located at the centers of the FV cells {r`1 , z`2} and carrying the
weights {αnew

` } given by

αnew
` =

∑
i∈I

Φ
(rPi − r`

∆r
)
Φ
(zPi − z`

∆z
)
αi,

where

I = { i | (rPi , zPi ) ∈ Cj,k : nj,k > 0,
j+1∑

j′=j−1

k+1∑
k′=k−1

nj′,k′ = nj,k}

and φ is the compactly supported function given by (3.15). As in the 1-D case, one can show this
redistribution procedure is conservative, that is, equation (3.16) is satisfied.

4.2. L1: Interaction Time Step for Drag Effect

In this section, we describe the numerical scheme for solving the system (3.2) over the time interval
[t0, t0 + ∆t]. We follow the 1-D approach described in §3.2 (see also [45]). Omitting the dependence
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on r and z, we rewrite (3.2) in the following component wise form:

d

dt
ρg(t) = 0,

d

dt
ρgVg(t) = −A |Vg(t)− Vd(t)|

(
Vg(t)− Vd(t)

)
,

d

dt
Eg(t) = −A |Vg(t)− Vd(t)|

(
Vg(t)− Vd(t)

)
· Vd(t),

d

dt
ρd(t) = 0,

d

dt
ρdVd(t) = A |Vg(t)− Vd(t)|

(
Vg(t)− Vd(t)

)
,

d

dt
Ed(t) = A |Vg(t)− Vd(t)|

(
Vg(t)− Vd(t)

)
· Vd(t).

(4.13)

As in the 1-D case, the ODE system (4.13) can be analytically solved. The average momenta and
energy for the gas phase are then evolved over the time interval [t0, t0 + ∆t] by

(rρgug)j,k(t0 + ∆t) = (rρgug)j,k(t0) + rj (M ex
1 )(1)(rj , zk)

(rρgvg)j,k(t0 + ∆t) = (rρgvg)j,k(t0) + rj (M ex
1 )(2)(rj , zk)

(rEg)j,k(t0 + ∆t) = (rEg)j,k(t0) + rj E
ex
1 (rj , zk),

(4.14)

while the momentum and energy weights of the ith particle for the dust phase are computed by

α(2)(t0 + ∆t) = α(2)(t0) + rPj |Ωi|(M ex
1 )(1)(rPi , zPi ),

α(3)(t0 + ∆t) = α(3)(t0) + rPj |Ωi|(M ex
1 )(2)(rPi , zPi ),

α(4)(t0 + ∆t) = α(4)(t0) + rPj |Ωi|Eex
1 (rPi , zPi ).

(4.15)

Here, the momentum exchange M ex
1 and energy exchange Eex

1 are obtained by

M ex
1 = ∆V(t0)

ξ

(1
τ
− 1

)
and

Eex
1 = |∆V(t0)|3 A∆t (1 + τ)

2ξρd(t0)τ2 −
A∆t
τ
|∆V(t0)| V̂(t0) ·∆V(t0),

where

∆V(t0) = Vg(t0)− Vd(t0), V̂(t0) = ρg(t0)Vg(t0) + ρd(t0)Vd(t0)
ρg(t0) + ρd(t0) ,

ξ = 1
ρg(t0) + 1

ρd(t0) , τ = 1 +Aξ|∆V(t0)|∆t

and the coefficient A is computed at time t = t0 using (2.12)–(2.14).
Note that the numerical solutions of the two phases are realized in different forms. As such, the

exchanges terms in (4.14) and (4.15) are in fact computed at different locations (rj , zk) and (rPi , zPi ).
Similar to the 1-D case, a multidimensional version of the intergrid projection is needed here and will
be introduced in (4.4) below.
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4.3. L2: Interaction Time Step for Heat Transfer

In this section, we review the numerical scheme proposed in [45] for solving the system (3.3) over the
time interval [t0, t0 + ∆t]. Similarly to the 1-D scheme, described in §3.3, we omit the dependence on
r and zand rewrite (3.3) in the component wise form:

d

dt
ρg(t) = 0,

d

dt
ρgVg(t) = 0,

d

dt
Eg(t) = −Q (Tg(t)− Td(t)),

d

dt
ρd(t) = 0,

d

dt
ρdVd(t) = 0,

d

dt
Ed(t) = Q (Tg(t)− Td(t)).

(4.16)

Similar to the 1-D case, the system (4.16) can also be analytically solved, leading to the following
formulae used to evolve the gas and dust energies over the time interval [t0, t0 + ∆t]. For the gas
phase, the energy is updated by

(rEg)j,k(t0 + ∆t) = (rEg)j,k(t0) + rj E
ex
2 (rj , zk), (4.17)

and for the dust phase, the energy weight of the ith particle is evolved by

α
(4)
i (t0 + ∆t) = α

(4)
i (t0) + rPi |Ωi(t0)|Eex

2 (rPi , zPi ). (4.18)

Here, the energy exchange Eex
2 is computed by

Eex
2 = Tg(t0)− Td(t0)

η

[
e−Qη∆t − 1

]
,

where

η = (γ − 1)
ρg

+ R

ρdcvd

and the coefficient Q is computed at time t = t0 using (2.12)–(2.14).
Note that in (4.17) and (4.18), the computations of Eex

2 require the densities and temperatures of
both phases at both (rj , zk) and (rPi , zPi ). In the next section, we will introduce how to obtain those
values by projecting the FV data onto the particle locations and the particle data onto the cell centers.

4.4. Finite-Volume and Particle Data Projection

Here, we describe multidimensional techniques which are used to project the FV data onto the set
of particle locations {(rPi (t), zPi (t))} and the particle data onto the cell centers {(rj , zk)}. We assume
that the gas- and dust-phase numerical solutions, namely, {(qg)j,k(t)} and {αi(t), rPi (t), zPi (t)}, are
available at a certain time level t.
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First, to evaluate the dust data at the cell centers, we use the piecewise linear reconstruction
operator RP to obtain (see Appendix B.2):

ρd(rj , zk, t) = RP

( 1

∆r∆z
∑

i:(ri,zi)P∈Cj,k

α
(1)
i (t), rCM

j,k , z
CM
j,k

)
∣∣∣∣∣∣
r=rj ,z=zk

,

ud(rj , zk, t) = RP




∑
i:(ri,zi)P∈Cj,k

α
(2)
i (t)

∑
i:(ri,zi)P∈Cj,k

α
(1)
i (t)

, rCM
j,k , z

CM
j,k



∣∣∣∣∣∣∣∣∣
r=rj ,z=zk

,

vd(rj , zk, t) = RP




∑
i:(ri,zi)P∈Cj,k

α
(3)
i (t)

∑
i:(ri,zi)P∈Cj,k

α
(1)
i (t)

, rCM
j,k , z

CM
j,k



∣∣∣∣∣∣∣∣∣
r=rj ,z=zk

,

Td(rj , zk, t) = RP
{

(TCM
j,k , r

CM
j,k , z

CM
j,k )

}∣∣∣
r=rj ,z=zk

.

where

TCM
j,k = R

cvd


∑

i:(ri,zi)P∈Cj,k

α
(4)
i (t)

∑
i:(ri,zi)P∈Cj,k

α
(1)
i (t)

− 1
2


∑

i:(ri,zi)P∈Cj,k

α
(2)
i (t)

∑
i:(ri,zi)P∈Cj,k

α
(1)
i (t)


2

− 1
2


∑

i:(ri,zi)P∈Cj,k

α
(3)
i (t)

∑
i:(ri,zi)P∈Cj,k

α
(1)
i (t)


2 

and (rCM
i , zCM

i ) are the centers of mass of the particles located in the cell Cj,k; see (4.12).
Using the reconstruction operator R (see Appendix A.2), we then project the gas data onto the set

of particle locations:
ρg(rPi (t), zPi (t), t) = R{ (ρg)j,k(t) } (rPi , zPi ), Tg(rPi (t), zPi (t), t) = R{ (Tg)j,k(t) } (rPi , zPi ),

ug(rPi (t), zPi (t), t) = R{ (ug)j,k(t) } (rPi , zPi ), vg(rPi (t), zPi (t), t) = R{ (ug)j,k(t) } (rPi , zPi ),
where

(ug)j,k(t) = (rρgug)j,k(t)
(rρg)j,k(t)

, (vg)j,k(t) = (rρgvg)j,k(t)
(rρg)j,k(t)

,

(Tg)j,k(t) = (γ − 1)
[

(rEg)j,k(t)
(rρg)j,k(t)

−
(ug)2

j,k(t) + (vg)2
j,k(t)

2

]
.

5. Numerical Examples

In the section, we test the performance of the designed hybrid FVP method. Among the three solution
operators, L0, L1 and L2, the time step restrictions should only be considered for the L0 step, in
which the numerical solutions of the gas and dust phases are evolved using the CU scheme and SP
method, respectively. As described in §3 and §4, both the CU scheme and SP method result in time-
dependent ODE systems, which should be integrated in time using a stable and accurate ODE solver.
In the numerical examples reported below, we have used the three-stage third-order strong stability
preserving (SSP) Runge-Kutta method; see, e.g.,[23, 24, 52].

For the CU scheme, the time step ∆tg is to be restricted by the CFL condition. We have used the
CFL number 0.5 in the 1-D case:

∆tg = 0.5∆x
a

, a = max
j

{
a+
j+ 1

2
,−a−

j+ 1
2

}
,
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where a±
j+ 1

2
are the local propagation speeds defined in (3.9), and 0.4 in the axisymmetric 3-D case:

∆tg = 0.4 min
{∆r
a
,
∆z
b

}
, a = max

j,k

{
a+
j+ 1

2 ,k
,−a−

j+ 1
2 ,k

}
, b = max

j,k

{
b+
j,k+ 1

2
,−b−

j,k+ 1
2

}
, (5.1)

where a±
j+ 1

2 ,k
and b±

j,k+ 1
2
are the local propagation speeds defined in (4.10). For the SP method, the

time step ∆td is to be chosen to avoid the trajectories of particles to intersect within one time step
and we therefore use the following formulae for ∆td:

∆td = 1
2 min

i


min
i′ 6=i
|xPi (t)− xPi′ (t)|

|ud(xPi (t), t)|


in the 1-D case, and

∆td = 1
2 min

i


√√√√√min

i′ 6=i

{
(rPi (t)− rPi′ (t))2 + (zPi (t)− zPi′ (t))2}
u2

d(xPi (t), t) + v2
d(xPi (t), t)


in the axisymmetric 3-D case. We then select the following splitting time step in (3.4) and (4.2):

∆t = 2 min(∆td,∆tg).

It should be pointed out that one can prove that the computed gas densities are guaranteed to
remain nonnegative (the proof is similar to the proof of nonnegativity of the water depth computed
by the CU scheme for the Saint-Venant system of shallow water equations; see, e.g., [31]). In the
axisymmetric 3-D case, the positivity of ρg is theoretically ensured if the CFL number, which is 0.4
in (5.1), is replaced by 0.25. In our numerical experiments, however, we have still used a larger CFL
number and never obtained negative values of the computed gas density. The dust densities computed
by the SP method are naturally nonnegative (the only step at which one needs to be careful is the
particle redistribution, but the weights in (3.14) are nonnegative since the function Φ given by (3.15)
is nonnegative). On the other hand, the positivity of the gas pressure computed by the CU scheme
cannot be guaranteed, but in the studied numerical examples no negative pressure values have been
observed.

In all of the reported numerical experiments, we have used the minmod parameter θ = 1.3 for both
reconstruction operators R and RP , see Appendices A and B, respectively.

In Examples 1–5, we compare the results obtained by the proposed hybrid FVP method with those
computed by a FV method, which was designed by applying the CU scheme to both the gas and dust
phase systems.

5.1. One-Dimensional Examples

We begin with the 1-D numerical examples, in which we have used the following parameter values:

γ = 1.4, dp = 10−5, P r = 0.75, ρref = 1.225, uref = 287.6, Tref = 288.15.

We note that the dust phase numerical solution is realized in terms of particle distributions (3.10)
and therefore we need to recover the corresponding point values to present the results obtained by
the proposed FVP method. To this end, we use the same technique as the one used to redistribute
particles in §3.1.4. The latter is now applied to all of the particles rather than to the isolated ones as
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in §3.1.4. This way, we obtain the cell averages of ρd, ρdud and Ed:

(ρd)j = 1
∆x

M∑
i=1

Φ
(xPi − x`

∆x
)
α

(1)
i , (ρdud)j = 1

∆x

M∑
i=1

Φ
(xPi − x`

∆x
)
α

(2)
i ,

(Ed)j = 1
∆x

M∑
i=1

Φ
(xPi − x`

∆x
)
α

(3)
i ,

and then the point values of the velocity (ud)j and temperature (Td)j are obtained by

(ud)j = (ρdud)j
(ρd)j

and (Td)j = (γ − 1)
((Ed)j

(ρd)j
− (ud)2

j

)
.

Example 1—Dusty Gas Shock Tube Problem. In this example, we consider a dusty gas shock
tube problem introduced in [50]. The numerical experiments are conducted over the domain [0, 100]
and the initial conditions are(

ρg(x, 0), ug(x, 0), Tg(x, 0), ρd(x, 0), ud(x, 0), Td(x, 0)
)

=
{

(10, 0, 1, 10−4, 0, 1), x ≤ 40,
(1, 0, 1, 1, 0, 1), x > 40.

We use N = 1000 uniform cells and M = 1000 particles for the hybrid FVP method. The snapshots
of the computed solutions at times t = 5, 10, 30 are shown in Figures 5.1. The results obtained by the
designed FVP method are in good agreement with the results reported in [45] and [50], except for a
spiky structure developed by the dust density at the gas contact wave region. To see this, we take a
closer look at this region and compare the dust densities at t = 30 computed by the FVP and FV
methods with different resolutions with N = M = 1000, 2000, 4000 and 8000. The obtained results
are shown in Figure 5.2. As one can see, the spiky structure is much sharper resolved by the FVP
method: to achieve a comparable resolution with the FV method, one needs to use about 8 times finer
mesh and 4 times larger CPU time.

Remark 5.1. We would like to emphasize that the data on the CPU times in Figure 5.2 are provided
for illustration purposes only since the designed FVP and FV codes were not optimized for a fair CPU
time comparison. In particular, an efficient implementation of the FVP method would require the
development of fast summation and search techniques, which is left for the future work. The purpose
of showing the CPU times in this paper was to demonstrate that (i) for a given resolution, the FVP
method would be more computationally expensive; (ii) the FVP method still outperforms the FV one
since a much finer grid would be required for the FV method to achieve the results comparable to low
resolution FVP computations.

Example 2—Dusty Gas Shock Tube Problem with Dust-Free Regions. We now consider
the same setting as in Example 1, but take the dust density on the left to be zero, namely, we set
ρd(x, 0) = 0 for x ≤ 40.

In this setting, the application of the FVP method is straightforward: no particles are needed to be
placed into the dust-free region at t = 0. On contrary, when the FV method is applied, the computation
of the dust velocities has to be desingularized to avoid division by zero (or very small) dust densities.
To this end, we implement the desingularization technique from [10, 31] and compute the quantity
1/ρd as follows:

1
ρd
≈ 2ρd
ρ2

d + max(ρ2
d, ε

2)
,

where the parameter ε stands for a small density value, regarded as extremely dilute dust density.
In Figure 5.3, we compare the dust components of the solutions at time t = 30 computed by the

FVP method and the FV method applied to the entire system (3.1). We use four different values of ε
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Figure 5.1. Example 1: The solutions (densities, velocities and temperatures of the both
phases) at t = 5, 10, 30 computed by the FVP method.

and the same resolution by taking N = 1000 andM = 600 with the particles initially uniformly placed
in the region x ∈ [40, 100]. As one can see, the discontinuity of dust density is dramatically effected
by the numerical diffusion present in the FV method, while the dust density solution computed by
FVP method provides a sharp resolution at the boundary of the dust-free region. Also, at the smeared
discontinuity, the dust velocity and temperature obtained by the FV method appear to be very sensitive
to the choice of the desingularization parameter ε.

5.2. Axisymmetric Three-Dimensional Examples

We now proceed with the axisymmetric 3-D numerical examples. As it is shown below, the numerical
solutions realized in the form of particles clearly demonstrate the low dissipative nature of the FVP
method. The latter enables the users to reveal the phenomenon of dust clustering, that is, certain
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Figure 5.2. Example 1: Dust densities at t = 30 obtained by the FVP (left column) and
FV (right column) methods using four different grids.
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Figure 5.3. Example 2: The dust density, velocity and temperature obtained by the FVP
method (first row) and the FV methods with four different values of ε.
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amount of dust quantity concentrated in a very small space, resulting in an isolated region with
relatively high density. It is well-known that such structures are developed by the solutions to the
pressureless gas dynamic system; see, e.g., [14, 35] and references therein. We note that these singular
structures are extremely hard to accurately capture by FV methods due to the inevitable numerical
viscosity; see, e.g., [14].

The particles may also expand in space and the dust density will be then diluted. In order to capture
the expansion and dilution process by the numerical approximation realized in terms of the particle
distribution (4.11), we include the particle redistribution technique introduced in §4.1.4, by which the
dust mass carried by isolated particles is relocated over nearby regions.

In order to recover the point values of the computed dust phase numerical solution from its particle
distributions (4.11), we use the the same redistribution technique mentioned above in a collective
way, that is, instead of focusing on isolated particles, we redistribute all of the particles and obtain a
numerical solution defined on the center of grid cells. To this end, we first obtain the cell averages for
the dust phase quantities:

(qd)j,k = 1
∆r∆z

M∑
i=1

Φ
(rPi − rj

∆x
)
Φ
(zPi − zk

∆x
)
αi, (5.2)

where the function Φ is given in (3.15), and then compute the point values of the velocities (ud)j,k,
(vd)j,k and temperature (Tg)j,k as follows:

(ud)j,k = (rρdud)j,k
(rρd)j,k

, (vd)j,k = (rρdvd)j,k
(rρd)j,k

, (Td)j,k = R

cvd

((rEd)j,k
(rρd)j,k

− 1
2
(
(ud)2

j,k + (vd)2
j,k

))
.

We have used the following parameters:
R = 287, γ = 1.4, cvd = 1.3× 103, µ = 10−5, κg = 0.05, dp = 10−5,

and reference values for density, velocity, temperature and pressure:
ρref = 1.225, uref = 287.6, Tref = 288.15, pref = 101325.

Following [45], we have also used the characteristic length ` = 4ρpdp
3ρref

and characteristic time τ = `
uref

with the density of particle ρp = 2300. Finally, the gravitation constant used here is given by g =
9.8τ/uref .

Example 3—Collapsing column. We first consider an example which simulates a cylindrical
dusty gas column that falls down due to gravitation. Initially, the computational domain (r, z) ∈
[0, 1000/`]× [0, 700/`] is divided into two regions, respectively filled by pure gas and dusty gas:

(
ρg, ug, vg, Tg, ρg, ug, vg, Tg

)∣∣∣∣
(r,z,0)

=

(0.99, 0, 0, 1− gz, 23, 0, 0, 1− gz), (r, z) ∈
[
0,200

`

]
×
[
0,500

`

]
,

(1, 0, 0, 1− gz, 0, 0, 0, 0), otherwise.
We implement reflective boundary conditions on the boundaries of r = 0 and z = 0 and free boundary
conditions on the two other boundaries, r = 1000/` and z = 700/`.

In Figure 5.4, we compare the solutions (the dust density) computed at times t = 5/τ , 10/τ by
both the FVP and FV methods implemented on a uniform grid with Nr = 200 and Nz = 140. For the
FVP method particles are initially placed at the centers of the FV cells only in the region where dust
density is positive and the critical distance dcr = ∆r/2 was used in the particle merger procedure. As
one can see, the results obtained by the FVP method are less effected by the numerical diffusion and
provide more details in small scales. In Figure 5.5, we show the results obtained by both the FVP
and FV methods with a higher resolution (Nr = 400, Nz = 280). As one can see, the FVP results are
much sharper than those obtained by the FV method. Moreover, the 200×140 FVP results computed
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using the CPU time of 352s are comparable with the 400×280 FV results obtained using substantially
larger CPU time of 2073s.

Figure 5.4. Example 3: The dust density at different times computed by the FVP (left
column) and FV (right column) methods with resolution Nr = 200, Nz = 140. The green
contour lines correspond to the densities 10k, k = −8, . . . , 0. The CPU time used for the
FVP and FV results are 352s and 312s, respectively.

Example 4—Volcanic eruption (with the redistribution of isolated particles). Next, we
consider an example introduced in [45], which employs the dusty gas system (2.10) to simulate volcanic
eruptions. The numerical experiment is conducted over the domain (r, z) ∈ [0, 1000/`]× [0, 700/`] and
the initial conditions are given by

ρg(r, z, 0) = 1
ρref

(
1.225− 0.8559(11000− `z)

)
, pg(r, z, 0) = 1 + g

pref
(0.42795`z − 9413.68)`z

and
ρd(r, z, 0) ≡ ud(r, z, 0) ≡ vd(r, z, 0) ≡ Ed(r, z, 0) ≡ ug(r, z, 0) ≡ vg(r, z, 0) ≡ 0,

that is, the initial condition is motionless and the dust phase is absent. Here, the initial gas density
ρg(r, z, 0) is, in fact, a linear approximation of the atmospheric gas density under the normal conditions
and the initial gas pressure pg(r, z, 0) corresponds to a motionless steady state (2.16).

Free boundary conditions are implemented at the boundaries r = 1000/` and z = 700/`, while
reflective boundary conditions are set at the boundary r = 0. The bottom boundary (z = 0) consists of
two segments: For r ∈ (50/`, 1000/`], a reflexive boundary condition is imposed, while for r ∈ [0, 50/`]
we set:(

ρg, ug, vg, Tg, ρd, ud, vd, Td
)∣∣
r∈[0,50/`],z=0 =

(9.9× 104 Tref
1200 pref

, 0, 80
uref

,
1200
Tref

,
0.01ρp
ρref

, 0, 80
uref

,
1200
Tref

)
,

166



Finite-Volume-Particle Method for Dusty Gas Flows

Figure 5.5. Example 3: The same as in Figure 5.4, but with Nr = 400, Nz = 280. The
CPU time used for the FVP and FV results are 6183s and 2073s, respectively.

which simulates a volcano vent at the ground level, through which a hot mixture of dust and gas is
injected into the computational domain.

In Figure 5.6, we show the dust density component of the solution at different times computed
by the FVP method, and for the comparison, the FV results are shown in Figure 5.7. Here, for
the FV method, a uniform grid with Nr = 200, Nz = 140 is used. For the FVP method, the same
grid is employed for the computation of the gas phase, while the dust particles are injected into the
computational domain from the aforementioned boundary vent in a manner that they are uniformly
spaced with the horizontal distance ∆r/2 and vertical distance ∆z. The critical distance for particle
merger was set as dcr = ∆r/4 in these computations. As one can see, more details are captured by
the FVP method since the solutions obtained by the FV method are smoothened by the numerical
diffusion. We also would like to point out that the FVP results are actually realized by a relatively
small number of particles. At time t = 50/τ , M(50/τ) = 24069 particles are employed, which is less
than the total number of FV cells Nr ·Nz = 28000.

Note that the point values of the dust density shown in Figure 5.6 are obtained using the recon-
struction formula (5.2), which actually spreads the weights carried by each particle to its neighboring
cells resulting in a smeared picture of the computed particle distribution. In Figure 5.8, we depict the
dust density in the form of the particle distribution without using any point value reconstructions.
Here, the ith particle is represented by a solid dot located at (rPi , zPi ) with its area proportional to the
weight miri. As one can see, the clustering effect of the dust phase is clearly captured by the FVP
method, that is, some particles carry a much heavier weight than the other ones.

In order to compare the FVP and FV results, we show the dust density solution obtained by the FV
method in Figure 5.9. Here, we plot the values (ρd)j,k represented by solid dots of the size proportional
to ∆r∆z rj(ρd)j,k and located at the cell centers. Compared to the FVP results shown in Figure 5.8,
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Figure 5.6. Example 4: The dust density at different times computed by the FVP method
with resolution Nr = 200, Nz = 140. The green contour lines correspond to the densities
10k, k = −8, . . . , 0. The CPU time consumed is 8312s.
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Figure 5.7. Example 4: The same as in Figure 5.6, but computed using the FV method.
The CPU time consumed is 2276s.
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Figure 5.8. Example 4: The same as in Figure 5.6, but here the obtained particle distri-
bution is represented by groups of solid dots located at (rPi , zPi ) with its area proportional
to the weight miri.
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the FV results reflect the effect of numerical diffusion, that is, the dust clouds are characterized by a
substantially smeared density profile.

Example 5—Volcanic eruption (without redistributing isolated particles). This example is
devoted to exploring the results of the FVP methods implemented without any particle redistributions.
As mentioned above, by adding the redistribution process introduced in §4.1.4 into the scheme we aim
at capturing a smooth spreading of the dust mass and try to avoid the appearance of regions, which
are filled with very small number the particles. However, a certain amount of numerical diffusion is
artificially added through the redistribution process. Therefore, additional numerical experiments are
needed to justify the effect of the redistribution.

We consider the same setting as in Example 4, but the redistribution process for the isolated particles
is now turned off. As in Example 4, we depict the dust density solution obtained by the FVP methods
in the following two ways: the recovered point values are plotted in Figure 5.10 and the particle
distributions are represented by solid dots in Figure 5.11. Compared to the FVP results reported in
Figures 5.6 and 5.8, the dust clouds in Figures 5.10 and 5.11 are represented by a smaller number of
(in average) heavier particles. Though distinct in the dust clouds regions, both FVP schemes (with
and without the redistribution process) are able to correctly capture the motions of the dust flows.

Example 6—Volcanic eruption with higher exit vent velocity (with and without redistri-
bution isolated particles). In this last example, we consider the same setting as in Examples 4
and 5, except that we use a 2.5 times greater exit velocity vd = 200/uref and a larger computational
domain [0, 2000/`]× [0, 4000/`] with Nr = 160 and Nz = 320.

The results obtained with and without redistribution of isolated particles are reported in Figures
5.12 and 5.13, respectively. As one can see from these figures, the redistribution procedure leads to a
creation of larger groups of particles that show dusty cloud texture in greater details, compared with
the ones obtained without any redistribution.

Unlike the results reported in Examples 4 and 5 and shown in Figure 5.11, the dusty gas column with
a faster exit velocity reaches a greater altitude (about 2200 meters). After that, instead of collapsing,
the column keeps buoyant and develops raising and expanding clouds with lower dust contents. The
height and evolution of such jet structure show a good agreement with the results in [45].
Remark 5.2. We would like to point out that the numerical results reported in Examples 4–6 do not
clearly suggest whether or not the redistribution process should be applied. A further study on the dust
clustering process in the volcanic flows (including development of more realistic mathematical models,
their numerical study and comparisons with observations) is definitely needed to draw a conclusion,
but it is beyond the scope of the current paper.
Remark 5.3. We would like to emphasize that the data on the CPU times in Examples 3 and 4
are provided for illustration purposes only since the designed FVP and FV codes were not optimized
for a fair CPU time comparison. In particular, an efficient implementation of the FVP method would
require the development of fast summation and search techniques, which is left for future work. The
purpose of showing the CPU times in this paper was to demonstrate that (i) for a given resolution, the
FVP method would be more computationally expensive; (ii) the FVP method still outperforms the
FV one since a much finer grid would be required for the FV method to achieve the results comparable
to low resolution FVP computations.

Appendix A. Reconstruction Operator R

In this section, we give a description of the procedures R used to reconstruct piecewise linear functions
out of the corresponding grid functions.
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Figure 5.9. Example 4: The same as in Figure 5.7, but here the solution is represented
by solid dots of the size proportional to ∆r∆z rj(ρd)j,k and located at the cell centers.
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Figure 5.10. Example 5: The same as in Figure 5.6 but without isolated particle redistribution.
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Figure 5.11. Example 5: The same as in Figure 5.8 but without isolated particle redistribution.
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Figure 5.12. Example 6: The results obtained using the FVP method with redistributing
isolated particles. The particles are represented by groups of solid dots located at (rPi , zPi )
with its area proportional to the weight miri. At t = 100/τ , the total number of particles
is 10115 and the CPU time elapsed is 1321246.

Figure 5.13. Example 6: The results obtained using the FVP method without redis-
tributing isolated particles. The particles are represented by groups of solid dots located at
(rPi , zPi ) with its area proportional to the weight miri. At t = 100/τ , the total number of
particles is 2588 and the CPU time elapsed is 293369.
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A.1. One-Dimensional Case

Given a set of values {φj} which are defined at cell centers {xj}, a piecewise linear approximation of
φ(x) is given by

R{φj}
∣∣
x=ξ :=

∑
j

[
φj + (φx)j(ξ − xj)

]
·χCj

(ξ),

where χCj
is characteristic function of the interval Cj . To avoid oscillations, the slopes (φx)j are to

be computed using a nonlinear limiter. In all of the numerical experiments reported in §5, we have
used a generalized minmod limiter (see, e.g., [38, 42, 54, 58]), that is,

(φx)j = minmod
(
θ
φj+1 − φj

∆x ,
φj+1 − φj−1

2∆x , θ
φj − φj−1

∆x

)
,

where the minmod function is defined by

minmod(z1, z2, . . .) :=


min(z1, z2, . . .), if zi > 0 ∀i,
max(z1, z2, . . .), if zi < 0 ∀i,
0, otherwise,

(A.1)

and the parameter θ ∈ [1, 2] controls the amount of numerical dissipation: The use of larger values of
θ typically leads to sharper, but more oscillatory numerical solution.

A.2. Axisymmetric Three-Dimensional Case

Given a set of values {φj,k} defined at cell centers (rj , zk), the operator R generates a piecewise linear
function R{φj,k}(r, z) defined over the entire computational domain:

R{φj,k}(r, z) :=
∑
j

∑
k

[
φj,k + (φr)j,k(r − rj,k) + (φz)j,k(z − zj,k)

]
·χCj,k

(r, z), (A.2)

where χCj,k
is characteristic function of the cell Cj,k. The slopes (φr)j,k and (φz)j,k are to be computed

using a nonlinear limiter; see, e.g., [38, 42, 54, 58]. For example, one can use the generalized minmod
limiter:

(φr)j,k = minmod
(
θ
φj+1,k − φj,k

∆r ,
φj+1,k − φj−1,k

2∆r , θ
φj,k − φj−1,k

∆r

)
,

(φz)j,k = minmod
(
θ
φj,k+1 − φj,k

∆z ,
φj,k+1 − φj,k−1

2∆z , θ
φj,k − φj,k−1

∆z

)
.

Appendix B. Reconstruction Operator RP

In this section, we describe another reconstruction operator RP , originally introduced in [14], which
reconstructs a piecewise linear function from a set of point values prescribed at the centers of mass of
particles located in each FV cell.

B.1. One-Dimensional Case

Given a set of values {φCM
j } defined at {xCM

j } introduced in (3.12), the reconstruction operator RP
generates the following piecewise linear function:

RP{φCM
j }

∣∣
x=ξ :=

∑
j

[
(φCM
j + (φCM

x )j(ξ − xCM
j )

]
·χCj

(ξ).
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Here, the slopes (φCM
x )j should be computed using a nonlinear limiter. In all of the 1-D numerical

experiment shown in §5, we have used the minmod limiter introduced in (A.1):

(φCM
x )j = minmod

(
θ
φCM
j+1 − φCM

j

xCMj+1 − xCMj
,
φCM
j+1 − φCM

j−1
xCMj+1 − xCMj−1

, θ
φCM
j − φCM

j−1
xCMj − xCMj−1

)
.

B.2. Axisymmetric Three-Dimensional Case

Given a set of values {φCM
j,k } defined at (rCM

j,k , z
CM
j,k ) introduced in (4.12), the reconstruction operator

RP generates the following piecewise linear function:

RP i{φj,k}(r, z) :=
∑
j

∑
k

[
φCM
j,k + (φCM

r )j,k(r − rCM
j,k ) + (φCM

z )j,k(z − zCM
j,k )

]
·χCj,k

(r, z), (B.1)

where χCj,k
is characteristic function of the cell Cj,k and the slopes (φCM

r )j,k and (φCM
z )j,k are to be

computed using a nonlinear limiter which can be applied as follows. We first take four planes, denoted
by πNE

j,k , πNW
j,k , πSE

j,k , πSW
j,k , which are determined by the following four groups of points:

πNE
j,k :

{
(rCM
j,k , z

CM
j,k , φ

CM
j,k ), (rCM

j,k+1, z
CM
j,k+1, φ

CM
j,k+1), (rCM

j+1,k, z
CM
j+1,k, φ

CM
j+1,k)

}
,

πNW
j,k :

{
(rCM
j,k , z

CM
j,k , φ

CM
j,k ), (rCM

j,k+1, z
CM
j,k+1, φ

CM
j,k+1), (rCM

j−1,k, z
CM
j−1,k, φ

CM
j−1,k)

}
,

πSE
j,k :

{
(rCM
j,k , z

CM
j,k , φ

CM
j,k ), (rCM

j,k−1, z
CM
j,k−1, φ

CM
j,k−1), (rCM

j+1,k, z
CM
j+1,k, φ

CM
j+1,k)

}
,

πSW
j,k :

{
(rCM
j,k , z

CM
j,k , φ

CM
j,k ), (rCM

j,k−1, z
CM
j,k−1, φ

CM
j,k−1), (rCM

j−1,k, z
CM
j−1,k, φ

CM
j−1,k)

}
,

(B.2)

respectively. We then denote the r- and z-slopes of the plane π by πr and πz and compute the slopes
in (B.1) using the minmod function introduced in (A.1):

(φCM
r )j,k = minmod

(
(πr)NE

j,k , (πr)NW
j,k , (πr)SE

j,k, (πr)SW
j,k

)
,

(φCM
z )j,k = minmod

(
(πz)NE

j,k , (πz)NW
j,k , (πz)SE

j,k, (πz)SW
j,k

)
.

(B.3)

Remark B.1. There may be cells in which no particles are located and, as the result, the cell averages
of the reconstructed quantities are not available there. This however does not pose a problem since
one only needs to use the operator RP to generate linear pieces in the cells where particles are present.

Remark B.2. As pointed out in [14], in the cases when one of the planes in (B.2) is perpendicular to
the (r, z)-plane or not uniquely determined, the corresponding slopes are not taken account in (B.3).
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