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Abstract. In this work a class of finite volume schemes is proposed to numerically solve equations involving
propagating fronts. They fall into the class of Hamilton-Jacobi equations. Finite volume schemes based on staggered
grids and initially developed to compute fluid flows, are adapted to the G-equation, using the Hamilton-Jacobi
theoretical framework. The designed scheme has a maximum principle property and is consistent and monotonous
on Cartesian grids. A convergence property is then obtained for the scheme on Cartesian grids and numerical
experiments evidence the convergence of the scheme on more general meshes.
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1. Introduction

The work presented here falls into a larger thematic undertaken for several years, which is the de-
velopment of numerical methods to simulate all Mach flow regimes [19, 7, 12, 27]. More precisely,
the proposed numerical method enters the framework of staggered discretizations, mainly developed
by J.C. Latché and R. Herbin. They derived from the classical Marker-And-Cell (MAC) scheme [18§]
and the seminal papers [16, 17], stating that this discretization is suitable for both compressible and
incompressible flow problems. The use of staggered schemes in the incompressible case is now standard
and the underlying convergence theory is well-known. Finite volume schemes were proposed for the
compressible Navier-Stokes equations [15] and Euler equations [20, 21]. Adaptations of these schemes
to more complex models, such as reactive mixture flows, is underway. In this context, equations de-
scribing reactive front propagation are involved and need to be discretized using natural extensions of
the staggered schemes.

We focus on a particular equation, used in combustion science to simulate flame front propagation,
the so called G-equation, which reads:

0y (pG) + div(puG) + pus|VG| =0, (1.1)

where p is the density of the fluid, G stands for the front indicator, u is a convective velocity and uy is
a front propagation speed. The challenging issue is to adapt staggered discretizations to the last term
pus|V G| as the convective part of the equation has already been handled, in [15] for example. When
combined with the mass balance equation of the system,

Op + div(pu) = 0,
the convective part of the equation is a transport operator and we get:
0/G +u- VG +us|VG| =0, (1.2)

provided that the density never vanishes. This is a particular Hamilton-Jacobi equation. The theory
of such equations is well known and was vastly developed by P.-L. Lions in [9, 24]. More precisely,
consider the following Cauchy problem:

{ G+ H(VG) =0,

G(0,z) = Go(x), (1.3)
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defined on [0,7] x R, with H € C(R?) and Gy € BUC(R?), where BUC(Q2) stands for the set of
bounded uniformly continuous functions on 2. There exists exactly one solution G € BUC([0, T] x RY),
such that G(0,x) = Go(x) and G satisfies:

Vo € C'(R? x (0,00)), if (z0;t0)
is a local maximum of G — ¢ on R? x (0,7, then, (1.4)
O (xo,t0) + H(Ve(zo,t0)) <0

and
Vo € CH(R? x (0,00)), if (wo; to)

is a local minimum of G — ¢ on RY x (0,7}, then, (1.5)
Oed(wo,t0) + H(V(xo,t0)) = 0.

We refer to [24] for more details. Various numerical methods exist to approach such viscosity solutions.
A first converging finite difference scheme was developed in [10]. From this point high order extensions
to this scheme were given by S. Osher and J. A. Sethian in [25] and a simple finite volume scheme
was derived in [23], inspired from an unstructured finite difference scheme based on triangular meshes
developed by R. Abgrall in [1]. The convergence theory of numerical approximations of Hamilton Jacobi
equations was first proposed for finite difference schemes in [10] and a generalized formulation was
given in [4, 31]. Since then, various schemes were presented for Hamilton-Jacobi equations; high-order
finite difference schemes in [6, 29, 26] and schemes for unstructured meshes [5, 30, 32, 2]. These methods
are difficult to adapt to our problem. Indeed, the compatibility with the staggered schemes imposes a
particular discretization of the gradient operator (discrete dual of the finite volume divergence) which
is very different to the ones presented in the previous references. Besides, all the existing schemes
proposed in the literature are designed to solve very generic Hamilton-Jacobi equations. In this paper,
we only deal with a very particular operator, namely, H(x) = u -« + us|z|. Consequently, we propose
a finite volume discretization of uf|VG| that is compatible with the staggered discretization of the
transport operator u - VG.

For the sake of clarity, we focus on key elements of the discretization and we suppose that u = 0
and uy = 1, so the problem considered here is the unsteady eikonal equation,

oG+ |VG| =0, (1.6a)
G(0,z) = Go(z), Ve R (1.6b)

Go € BUC(R?). The choice of such a simplified model is also convenient as its analytical solutions
can be computed easily (see Appendix (A) for more details). The scheme proposed to approximate
this problem can be defined on unstructured meshes. On Cartesian grids, the scheme is consistent and
monotone and the L convergence is proved thanks to the theory developed in [4]. Numerical results
are given to highlight this convergence results as well as the numerical convergence of the scheme on
unstructured discretizations.

The discretization proposed in this paper has been implemented a Computational Fluid Dynamics
software called P2REMICS [22]. One of its purpose is to simulate the flame front propagation in
the explosion phenomenon (the deflagration), for nuclear safety issues. The model involves partially
premixed reactive flows. The G-equation (1.1) is used to determine the flame brush location. The
unknown G is a color function which separates the domain in burnt and unburnt subdomain. While u
is an unknown of the problem representing the flow velocity, uy is a given scalar speed corresponding
to the flame front propagation. It is a function that depend on multiple variables of the problem,
among others, the combustion reaction, pressure and temperature. It is often tabulated from chemical
solvers. The purpose is to condense the whole deflagration chemical process into one scalar data to
lighten the global model. This equation is coupled with the system of balance laws (chemical species,
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NUMERICAL SCHEMES FOR FRONT PROPAGATION

momentum, energy, chemical mass fractions). The information from the G function is added through
the reactive source terms in the chemical mass fractions balance equation. More details about this
model and the related results can be found in [14].

The paper is organized as follows. We start with the description of the spatial discretization and the
corresponding notations that are used throughout the paper. We present the scheme and its properties
in the second part. We finish with some convergence and numerical results.

2. Spatial discretization

In this section, we focus on the discretization of a multi-dimensional domain (i.e. d = 2 or d = 3); the
simplification to the one-dimensional case is straightforward.

Let M be a mesh of the domain € (which is an open bounded connected subset of R? or R? itself),
supposed to be regular in the usual sense of the finite element literature (e.g. [8]). The cells of the
mesh are assumed to be:

- for a general domain €, either non-degenerate quadrilaterals (d = 2) or hexahedra (d = 3) or
simplices, both types of cells being possibly combined in a same mesh,

- for a domain whose boundaries are hyperplanes normal to a coordinate axis, rectangles (d = 2)
or rectangular parallelepipeds (d = 3) (the faces of which, of course, are then also necessarily
normal to a coordinate axis).

By £ and £(K) we denote the set of all (d — 1)-faces o of the mesh and of the element K € M
respectively. The set of faces included in the boundary of 2 is denoted by Eex¢ and the set of internal
faces (i.e. £\ Eext) is denoted by En; a face o € &y separating the cells K and L is denoted by
o = K|L. The outward normal vector to a face o of K is denoted by ng . For K € M and o € &,
we denote by |K| the measure of K and by |o| the (d — 1)-measure of the face o. The mass center of
a face is denoted by x,, and xx stands for the centroid of K.

Finally we denote by d, the measure of m

The unknown discrete function G is piecewise constant on the cells K. We denote by H 4 the space
of such piecewise constant functions.

Gum € Hy <= Gpm = Z Gk Xk,
KeM

where X stands for the characteristic function of the set O.

3. The scheme

The problem (1.6) is posed over R? x (0,7, where (0,7) is a finite time interval. We suppose that
we have Gy € BUC(RY). According to the known results at the continuous level, the problem has
a unique viscosity solution in BUC([0,7T] x RY) that we denote G. In order to be able to perform
computations, the domain can be reduced to an open bounded connected subset Q of R? with zero-
flux boundary conditions. Indeed, thanks to the finite speed of propagation property, one can ensure
that the boundaries do not influence the solution within the computation time. We propose two
versions of the scheme depending on the regularity of the mesh. The finite volume scheme is derived
from an alternative form of Equation (1.6a) :

\e
0,G + <|VG|> VG =0. (3.1)
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N. THERME

We recall the classical Green’s formula on each cell K € M, for H'(£2) functions 1 and ¢ :

Jowvo={ (@) - [ odvw) (3.2)

This formula is used in the discrete case to derive a classical finite volume discretization of the diver-
gence operator (see (3.6) below), from which we deduce a discretization of the term 1.V ¢. Usually,
a L>°(€2) and BV(Q) stability of the solution is observed on numerical computations, which leads to
a L' norm control of the discrete gradient and divergence. Furthermore the Green formula is at least
true in the weak sense in this case. We refer to [11, Chapter 1] for more details.

Let us consider a partition 0 =ty < t; < ... <ty = T of the time interval (0,7"), which we suppose
uniform for the sake of simplicity, and let 0t = ¢, 41 —t, for n =0,1,..., N — 1 be the (constant) time
step. We consider an explicit-in-time scheme, which reads, for 0 <n < N —1 and K € M:

0:G" + F\m(G™) =0, (3.3)
with,
Gn+1 o n
KeM
and
VeGn VeGn
Fa(G") = div ( G”) — G div < ) X, (3.5)
2N\ weam @)~ ([weam)
The discrete divergence operator is given by:
1
for K € M, (divu) g = K] Z /@%UM Uy NEK 5, (3.6)
o=K|LeE(K)
2 |K
where /{%U is a coefficient equal to 1 for unstructured meshes and equal to /@%U = K‘|L on
o K[+ |L]|
olk 1
Cartesian grids. This coefficient is chosen so that, in the Cartesian case, | ||KI’<U = which leads to
a
a consistent discretization of the spatial operator as we will show hereafter. Likewise
1
for Ke M,  (divGu)g = & > wlo| Gouonk e, (3.7)
o=K|LeE(K)

where GG, denotes an interpolation of G on the edge o that is:

Gk if up.ng, >0,
foro=K|L € &g, Go =
Gr, otherwise.

The expression of the discrete spatial operator (3.5) becomes

o] (VeG")s
Fu(@h) = 32 | X mReigriegegm ) e (G = G | X (3.8)
KeM |o=K|LEE(K) |K’ |(V£G )a|

where V¢ refers to a discrete gradient operator defined on every o € Ejy.
For a face 0 € Eqxt one simply takes G, = Gk so that

lol

7 (Gr = Gro) =0,
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3.1. Unstructured meshes
For 0 = K|L € &y, we take:

el A

(V&G)a = Z |K U L| GE”KUL,E? (39)

e€d(KUL)

with G, a second order approximation of G at the centroid of the face e.

3.2. Cartesian meshes

When the scheme is based on Cartesian grids, an orthogonality condition is automatically satisfied,
which leads to an easier way to obtain a consistent discretization of the component of the gradient

>
collinear to the face. We have for 0 = K|L (which means that F - ng , > 0 as in figure 3.1):

For o € &Eint, (V@) = [C;L;GKTLKJ + V//UG] , (3.10)
where V/, is defined by:
d G+ —Gr)™ 1 (G —Gr-)"
(V@)= > | " — 5 (L=sen(Gys = Gr)) ————}el,  (3.11)

d, -

izl: Ui
e(”-nx,a:O

with o = ITI)/ For a cell K € M, af and o, stand for the two faces of K normal to e®. Superscripts
— and + refer to the up and down faces of K respectively. We set 0" = K|K;" and 0; = K|K; . We
illustrate these notations in figure 3.1. We recall that a* = max(a, 0) and a~ = max(—a, 0), for a € R.
This particular discretization is important to derive some monotonicity property.

Ky
oy
W
K W L
b
F
oy 1T
Ky

FiGUre 3.1. Notations for the alternative gradient definition on Cartesian grids with
F = (GL — GK)TLK’U.

379



N. THERME

3.3. High order extension

It is possible to replace the upwind interpolation by a higher order interpolation based on a MUSCL
reconstruction. Adopting the same notations as in (3.7), its important property, based on [28] is stated
below. For any K € M, and for any o € £(K) N &y, there exists fi o, € [0,1], and a neighbouring
cell of K denoted M such that:

5K,0(GK_GMK) lfm ‘ng,e > 0,
G, — G = ’ VeGo (3.12)
BK,O’(GMg( - Gk) otherwise.

The procedure to obtain such interpolation is the following:

e Define a tentative value G, based on a high order geometric interpolation.

T
e Create a limitation procedure for G,. Let o € &y, 0 = K|L and Vi be a set of neighboring
cells to K. Define the two following limitation intervals:
+
(H1) G, —Gk €0,% (G — Gk,
(3.13)

(H2) 3IM € Vi, Gy — Gk € ][0, 7% (Gx — Gum)],

dxc|mr
e
where, dg/ys stands for the measure of [zxz)|. For a,b € R, we denote by |[a, b]| the ordered
—
interval of a and b and K|L means that the gradient of G and the normal to the face outward

of K make an acute angle ( Ny > 0). The parameters (™ and ¢~ lie in [0, 2].

ECo
[VeGol
e Compute G, as the nearest point to G, in the limitation interval.

Whenever it is possible (i.e. with a mesh obtained by @ mappings from the (0, 1)? reference element),
Vi may be chosen as the opposite cells to ¢ in K. Otherwise Vi is defined as the set of "upstream
cells" to K. Note that, for a structured mesh, the first choice allows to recover the usual minmod
limiter. We refer to [13] for more details on the procedure.

Remark 3.1 (Cartesian grids). We impose (T = (= = 1 for the Cartesian version of the scheme.
This particular choice of parameters is the only one possible if we want to get consistency properties
for the discrete spatial operator of the scheme.

4. Properties of the scheme

We expose in this section the properties of the scheme. A specific paragraph is devoted to its additional
properties on Cartesian grids, derived from the convergence theory [4, 31]. This ensures that the given
discretization behaves like usual finite difference methods for Hamilton-Jacobi equations.

4.1. Stability
Thanks to the definition of the discrete convective operator, we have the following property:

Proposition 4.1 (Maximum principle on non-Cartesian grids). Let G, € Hpyq, n € [0, N], be the
solution of the scheme (3.3). For all K € M and n € [0, N — 1], we have:

min G < G < max G?
Lem L ="K =gy
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under the CFL condition:

0t < min |X] . (4.1)
ceé(K)

Proof. We have, for K € M and n € [0, N — 1]:

VGl B |U| VGl -
Gn+1 _ — 5t |O-‘ ( o 'nKJ> no4 S5t ( . nKO’) G".
K ( G;K) K| \[VeGa[ K K% [K[\|VeGz] ™ k

Consequently, G”K+1 is a convex combination of its neighbors at time n if (4.1) is verified, which
completes the proof. |

Remark 4.2 (Cartesian grids). The property remains the same with the scheme on Cartesian grids,
only the CFL is modified. One must replace |K| by W in (4.1).

Remark 4.3 (MUSCL interpolation). Concerning the MUSCL interpolation, we use the property
(3.12) in the scheme to get:

n+1 __ . ’O-| VEG n |O” VgG n
oe€(K) oeE(K)

The maximum principle is still satisfied with the same CFL condition.

4.2. Invariance under translation

Proposition 4.4 (Invariance under Translation with constants).
VA ER and Vo € Hpm,

Fp(dm +A) = Fam(om)- (4.2)

Proof. Let A\ € R and ¢ € Haq. Looking at (3.8), we need to check that Vg (o + A) = Vedag.
We remind that:

o
Velom+N= ¥ 7 0rt Nk
oc€d(KUL)
We have:
o
Ve(pm+A) =Veom + A Z |K’U|L|nKUL’U'

c€d(KUL)
Using the divergence theorem, we get that:

o] /
NKULo = V(1) =0,
2 TRU] .

which concludes the proof. |

On Cartesian meshes, the result is immediate.

4.3. Properties of the Cartesian scheme

We now state within this paragraph two important results verified by the scheme on Cartesian grids
only. These are obtained thanks to the orthogonality properties verified by Cartesian grids.
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4.3.1. Consistency

We need to define interpolates of test functions on the mesh. Let ¢ € C2°(Q2). We set:

dm= > kX €Hym, ok = od(xK). (4.3)
KeM

We now give the definition of the consistency property.

Definition 4.5 (Consistency). Let F' be an operator approximated by
Faq. Let hpg = max diam(K). Let D(m) — {M(m),é’ (m)} be a sequence of discretizations such that
€

the size hs\’,tn) tends to zero as m — oo. The discrete spatial operator Fz is said to be consistent with
F if, for every ¢ € C°(Q):

T}Lgnoo [ E pgm) (D pqmy) — F(QS)HLOO(Q) =0.
The next proposition states the consistency of the spatial discretization in the Cartesian case.
Proposition 4.6. The spatial operator in the Cartesian case, given by, for Gag € Hpy:
Fym(Gum) =

3 3 1 (Gr — Gk)
Kem |o=ries(i) %o \/(GL —Gg)?+d2|V oG ml?

(Go —Gk)| Xk, (4.4)

with V ;)5 defined in (3.11), is consistent with |VG].

Proof. Let ¢ € C§°~(Q) and ¢pq € Hpy its interpolation on the mesh. Consider K € M and v a
constant vector. Let Fi(¢paq,v) be defined by:
- 1
F(omv) = > —-(v-nko) (@ = dx).
o=K|LeE(K) ¢
With the upwind interpolation, we get that:
. 1 _
Fie(omw) == >, (v nie) (61— k).
o=K|LeE(K) 9
A simple Taylor expansion leads to:
Fr(pmw) =~ D (v nKo) Vé(@x)nKe + Olham),
o=K|LeE(K)
SO

Fg(omv) =Vo(xr)- >,  (v-npe)tnre+O0(hp).
o=K|Le&(K)

Thanks to the orthogonality condition verified by Cartesian grids, we have:
d

Z (v - nL,U)*'nL’J = Z(v . e(i))e(i) =,
o=K|LeE(K) i=1
so we have:

FK(¢M,U) =P ng(il?K) + O(hM)
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Concerning the MUSCL interpolation, we have:
. 1 1 .
Fr(omiv) =5 > d*(v ‘NK,e)" min <¢K — Mg ——, 0L — ¢>K>
M

o=K|Le&E(K) ¢

- Z (v nKe) (0 — ¢K)

oc=K|Le&(K)
1 1 _ .
- > d—(v ‘NK) min <¢>L — oMy —— d s QK — ¢L)
o=K|LeE(K) LiMg

where M7, refers to the opposite cell to o in K. It is easy to see that:

,¢L ¢K> =Vo(zx) nke + O(hapm),

- min <¢K b

o K d K|M
and,
1 . d,
——min | ¢ — duy 0k — oL | =Vo(xk) nre+ O(hm).
dy drimg
Therefore,
- 1 1
Fg(dm,v) = B > (vonge) Vo(rk) nge + 3 Y (wnpo)"Vo(xzk) nie+ O(hm),
ce&(K) oe€(K)

which leads to:
Fr(dmv) = Vo(xr) - Y
oc=K|Le&E(K)
= Vo(@x) - v+ Oha):
Noticing, thanks to the consistency of V¢, that:

P(xk)
Fpy(om) Kg/l Fr (¢M, Mf)(afJK)) Xk + O(hm),

1
S (0 mk) e+ (0 nre) L) + O(ha)

we can deduce that:
i [ Faa(6p1) — [V e ) = 0.

which concludes the proof. ]

4.3.2. Monotonicity

Let (¢, m) € H34. Let us define the following partial order
b < s = VKeM, ¢x <. (4.5)
Then we get the following result with the Cartesian upwind scheme only.
Proposition 4.7 (Monotonicity of the upwind Cartesian scheme).
Suppose that the following CFL condition is satisfied
ot < L rg = max dy

1+4/14r2% (0,0)€E(K) dyr
does(K) g

Then we have the following result:

V(at, ¥m) € Hiyg, dm < VUM = O+ 6t Fag(dm) < Y+ 0t Faq(aa).
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Proof. For the sake of clarity we prove the result in dimension d = 2. The extension to dimension
d = 3 can be performed in a similar manner but at the cost of more complicated computations and
heavier expressions. We can equivalently check that SCH (1) := dar + Fa(éda) is a non decreasing
function of each variable. Let K € M and ¢ € Hag. We have:

1
SCH(opM) | = bk +0t > —fro(dm),
o=K|Le&(K) ¢
with,

(oL — oK)~
V(6L = 0x)? + &2V ) jodpa?

The monotonicity of fx , with respect to ¢, is equivalent to the monotonicity of the function:

(61 — 9K)-

fK,U (¢M) =

T
f:x»—>ﬁ:—x_, Ve e R,
x
because V ;¢ 0 does not depend on ¢, in the Cartesian case (see (3.11)). We can conclude that fr »
is a non decreasing function of ¢r. Concerning the monotonicity in ¢ - and ¢x+ it is equivalent to
the variations of:
1

f:a:>—>—w—+,

which is a non decreasing function. We can conclude that SCH (¢ )| is an increasing function of
each (éar)mem. Concerning ¢, we have:
M#K

1 (¢ — o) (¢ — d1)
SCH(pm) | = 9(¢K) = K — 6t — :
K " " o:K%ég(K) do \/(¢L — k) + d2V 1) Mm|?

The analysis of this function can be split into three cases. If, Vo € £(K), ¢x < ¢, then g(¢) = dx
which is non decreasing. The second case is when, Vo € £(K), ¢ > max(dg+, ¢x—, ¢r). We have:

ot
9(¢r) = — Y 7 (9K —¢r),
o=K|Le&(K) ¢
which is non decreasing if|
Jt < —.
Yoeg(K) do

We notice that this condition is satisfied if the CFL condition (4.6) is fulfilled. Finally, suppose that
Vo € E(K), ¢, < ¢ < ¢+ (or di-), we have, denoting by r, = ddi :
1 b — PL
9(¢K) = dK — 6t — (px — &L).-
a_K|1;268(K) do /(9K — ¢1)? +12(dK — dic+)?
Let us differentiate this function with respect to ¢x:

/ 1 ¢x — oL
=1-4t -
g (9x) U:K%ejs(m do /(b — 0L)* +15(dK — Prc+)?

S L3Ok — ¢+ ) (9K — 61)(Pr — dx+)
o=K|LeE(K) do ((px — o) + r2(dx — dpxc+)?)*?

One can notice directly that:
oK — dL <1
V(ox — o0)? +r2(dx — dr+)?
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NUMERICAL SCHEMES FOR FRONT PROPAGATION

In order to bound by above the second sum, we analyze the function
r’z(a — x)a
(22 +r2(a — x)2)3/2’

where a, r are strictly positive constants. We split the function in two parts h(x) = hy(z)ha(x) with:

2
hi(x)

h:z+—

~ riz(a— o)

C 224 12(a— )2’

B a

V22 r2(a—x)?
Concerning h; we can equivalently consider the function defined on R™ by:

hg(x)

— 7‘2 = T2y
T oy
A quick study of the function shows that,
2
r r
max — 2 = = max hi(x).

yeR+ y2 +12 2 z€[0,q)
The same work is performed with hs and leads to:

h
Inax ha(x)

V1402
-
Gathering the results, we get that:

Vo €0,a], h(z) <

As a result, writing out r = rx = max ——, we have
(0,0")€E(K) dgr

1+ 54 /14+71%
J(¢x)>1—68t Y Qd—,

cel(K)
so ¢'(¢x) > 0 provided that (4.6) is satisfied. This CFL condition ensures that ¢ + 0t Far(dam)| 5
is a non decreasing function of ¢ g, which concludes the proof. [ |

Remark 4.8. All the results proved here can be extended with a transport velocity u # 0 and a front
propagation speed uy # 1. Only the CFL conditions are modified, the sketches of the proofs are the
same. One can suppose a general CFL condition of the form:

1+ 34/141r2
o 2 K
1-dt ) |‘|“Z|+\(Uf)a|—>

LA 0’
K] do -

cel(K)

forall K € M, 0 € £(K) and n = 0..N. However the monotonicity results have not been extended to
the MUSCL interpolation, and more generally to the non Cartesian case.

Remark 4.9. One can see that the CFL condition gets more restrictive as rx increases. Indeed
ri is an indicator of the regularity of the mesh ; high values imply flattened cells. For uniform
Cartesian grids d, = h and rg = 1 for all K € M and ¢ € £, and the CFL condition boils down to
ot 1 1
< —.

h ~4+2/2 68
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5. A convergence result in the Cartesian case

The previous section ensures that the upwind scheme satisfies the basic properties to seek a convergence
result on Cartesian meshes. We first recall the theorem given in [4], adapted to our notations.

Theorem 5.1. Let G be the viscosity solution of (1.6). Let pim) — {./\/l(m), gm), 6t(m)} be a sequence

of discretizations such that the space and time steps tend to zero as m — oo. Consider the following
explicit scheme, for n € [0, N — 1]:

oG+ Fm(Gr) =0
with 9; and Fuq defined in (3.4) and (3.8) respectively, and the complete solution defined by G =

N-1
Z G:Ln+1X[tn7tn+1]. We suppose that:

n=0

e The spatial operator Faq is consistent with the continuous operator G —— |V G]|.
e The scheme is invariant under translations: Fa (G +v) = Fap(Gaq), Yo € R.

o The scheme is monotone.

Then,
Gg) — G uniformly as m — oo.
The key ideas to prove this theorem can be found in [10]. Since we have shown the required as-

sumptions of theorem 5.1, we can thus conclude to the convergence of the scheme, which we state in
the following corollary.

Corollary 5.2. Let G be the viscosity solution of (1.6). Let Dim) — {M(m),é’(m), (5t(m)} be a sequence
of Cartesian discretizations such that the space and time steps tend to zero as m — oo. Now suppose
there exists > 0, such that Ym € N, Y (0,0”) € £,

dy <
dy =7

Suppose that, for any m € N,

1
stm) < .
- K?ﬂi{m 14+1v1+r2
dooct(K) o,

Then the solution of the upwind Cartesian scheme (3.3)-(4.4) Gg) converges uniformly towards G.

Remark 5.3. The scheme could be extended to a wider class of Hamilton-Jacobi equations. Indeed
one can see that any Hamiltonian of the form H(VG) = F(VG) - VG could be discretized as follows :

Fm(Gm) = > > n%(,'@' F((Ve@)y) - no(Gy — Gr) | X,
KeM |o=K|Le&E(K)

The scheme would still guarantee some properties such as the maximum principle. On Cartesian grids,
the consistency can be easily obtained but the monotonicity will be strongly dependent on the shape
of F.
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In particular, the numerical analysis presented in the previous section can be applied to the case
of a quadratic Hamiltonian H(VG) = §|VG 2. Besides in the case of more regular meshes, namely
when Zxx/ is collinear to n Ko (often called admissible meshes), taking
G — Gg

dy
with (VeG)E the projection of the gradient (3.9) on Span(ng ,)*, will also ensure the monotonicity
property.

(V;ZG)U = NKe + (VgG)i‘,

6. Numerical results

In this section we present numerical tests to highlight the properties of the numerical scheme and
to compare it with a classical upwind finite difference scheme. The first paragraph is devoted to 1D
computations.

6.1. One dimension
The domain is Q = (0,1). We use zero-flux boundary conditions at x = 0 and x = 1. We suppose that
the time and space steps are constant for simplicity. Consider the following initial data:

Go(x) = |sin(4mx)|. (6.1)
We plot the solution at T' = 0.05s, with an upwind interpolation for the spatial operator, and a

fixed CFL number equal to % = 1/10 on figure 6.1 (One notice that (4.1) is satisfied thanks to the
remark 4.9).

FIGURE 6.1. Solution of the G-equation with the upwind scheme at 7' = 0.05s.

It is possible to determine the unique viscosity solution of the eikonal equation for a given bounded
uniformly continuous initial data. The expression of the solution is given by (A.1) and its proof can
be found in the Appendix (A). Consequently we can highlight numerically the theoretical result about
the convergence of the solution of our scheme towards the viscosity solution. Figure 6.2 below gives
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the error in L' norm with respect to the space step, in a log-log scale, for a fixed CFL number equal
to —=.
10

— - LY error R
—_— = ‘/
y X ‘/
L~
-
-
-
1072 - .~
S -
E R
) L~
.~
s .~
S g
© /./
-3
o 10
oY
a
<
10—4 4
1073 1072
mesh size

1
FIGURE 6.2. L' norm of the error at T=0.05s and CFL= 0~ upwind interpolation.

We can also see the behavior of the scheme if we use discontinuous initial data. This type of
numerical tests is of interest, as the G-equation is used in more complex physical models to track
front propagation, such as the flame front propagation during a deflagration phenomenon. The front
indicator is then often discontinuous.

We consider the following initial data:
0 ifx<0.5,
~ |1 otherwise.

Go(x)

The result at time 7' = 0.2s is given in figure 6.3, for the upwind scheme and the MUSCL scheme.
The MUSCL scheme brings less numerical diffusion, as expected. Normally one cannot define a
viscosity solution for discontinuous initial data. However one expects the solution to be the same as
the general viscosity solution given for BUC initial data (see (A.1) in the Appendix).
We know turn to computations in two dimensions.

6.2. Two Dimensions

6.2.1. Unstructured grid

11
The computational domain is €2 = [—5, 5]2 The mesh consists in convex quadrilaterals. We give an

example of the discretization in figure 6.4. These grids are built from a regular Cartesian grid for which
a random displacement of length eh is applied to each node where h is the space step. We consider
zero-flux boundary conditions. The initial data are given in the polar coordinates (r,6):

Go(r,0) =r (1 + %COS (49)> .
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1
‘ N‘IUSCLinte‘rpoIation‘ +
UPWIND interpolation
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FIGURE 6.3. solution at T' = 0.05s and CFL= 10 with h = 1073.

FIGURE 6.4. Example of a 10 x 10 unstructured grid.

Results obtained at different times are plotted on figure 6.5. The scheme used is the upwind version

for unstructured meshes, with a space step equal to h = 200 and a constant CFL number equal to

1—10. Another possible test case is given by the following initial condition:
Go(r,0) = |sin (477) |. (6.2)

This initial function is periodic and contains multiple local extrema. It allows to easily highlight the
maximum principle verified by the discrete solution of the scheme. Results obtained with different
meshes are displayed on figure 6.6. The scheme used is the upwind version for unstructured meshes,
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Initial data T = 0.08s

G
f747141

0.6

0.4
!0.2
0

001477

T =0.2s

FIGURE 6.5. G at different times with the upwind scheme on an unstructured mesh —

1 1
h=—-CFL=—.
200 10
. 1 1 .
with a space step equal to h = 2007 a constant CFL number equal to 15 and a final time equal to

T = 0.04s.

Finally we plot some convergence results. Let Gyiq. be the viscosity solution associated with the
initial data (6.2). We take Gyigc(., T = 0.01s) as a new initial data. The final time is set to 7" = 0.04s.
The results are given on figure 6.7, with a constant CFL number equal to %, using three different
meshes : an unstructured mesh with a deformation ratio equal to € = 0.1, a triangular mesh which
consists of a square grid where each square is cut in half following the same diagonal, and a rhomboidal
mesh composed of parallelograms with a large angle equal to 2{ All these meshes are derived from a
400 x 400 grid except for the triangular mesh where a 200 x 200 grid is used.

6.2.2. Cartesian grids

We use the same test to compare the convergence of the MUSCL scheme, the upwind scheme, and
an upwind finite difference scheme described in [10] designed for the Hamilton-Jacobi equations. This
scheme is derived from classical discretization for conservation laws. In order to properly observe a
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Initial time FExact solution

Unstructured grid: € = 0.35 Rhomboidal mesh

G

i0.75

05

E0.25

0

Triangular mesh
. 1 1
FIGURE 6.6. GG on different meshes — T'= 0.04s — h = 100 CFL = 10

difference in the convergence rate we use a Runge-Kutta time discretization of order two. Results are
presented on figure 6.8.
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Irregular mesh
Triangles

Parallelogram

y =29

107 10
mesh size

1
FIGURE 6.7. L' norm of the error at T=0.05s and CFL= 10~ upwind interpolation.

Approximation error

107

Upwind
MUSCL
Upwind finite difference
R
. y:a:l.Z
107 10
mesh size

FIGURE 6.8. L! norm of the error at T = 0.05s and CFL= i.

10

To conclude, we introduce a test case with a convective velocity w different from zero. Let the
computational domain be = (0,1)2. Zero-flux boundary conditions are prescribed on the boundary.
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We consider the following initial data
o 0 if || —(0.25,0.8)] <0.15,
olw) = 1 otherwise.

The front propagation velocity is equal to uy = 0.8 and the convective velocity corresponds to a vortex
centered around (0,0) with a constant angular speed equal to 27, namely

u = 27reg,

in polar coordinates.
The upwind scheme is used on a 400 x 400 Cartesian grid with a CFL number equal to %. Results
are plotted on figure 6.9.

1.000 1.000
0.857 0.857
0.714 40.714
0.571 40.571
0.429 —40.429
0.286 0.286
0.143 0.143
0.000 0.000

1
FIGURE 6.9. G at T' = 0s (left) — T'= 0.1s (right) with a CFL= 20"

Numerical simulations performed in this section are in good agreement with the properties verified
by the scheme.

Appendix A. Viscosity solutions of the eikonal equation

It is possible to compute the viscosity solution of (1.6) for every Gy € BUC(R?). It is defined on
R x (0, 400) by:
G(z,t) = inf Go(y). (A.1)

lz—y|<t
The proof of this result can be found in [3], and it is based on the following lemma:

Lemma A.1. Let us set

S(t)G(x) = inf G(y).

lz—y|<t

Then S is a monotonous semigroup on C(RY).
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Proof. The proof is rather simple as
S(t) o S(s)G(x) = inf ( inf G(z)) .
lz—y|<t \ |z—yl|<s
This computation is equivalent to seek the infimum in the set
{z such that Jy such that |x —y| <t and |z — y| < s}.
Now, this set is equal to the set
{z such that |z — z| <t + s},

so the infimum are equal and S(t + s) = S(t) 0 S(s). Now consider G and G5 two functions of C(R?)
such that G1 < G2 and let ¢ > 0. Thanks to the continuity of G2, 3y, , € B(x,t) (the ball of center
and radius t) such that S(t)Ga2(z) = G2(y, ). Consequently Ga(y, ;) > G1(Yy,) = S(t)G1(x), which
concludes the proof. |

Now let ¢ € C*(R? x (0, +00)) and suppose that (z,t) is a local maximum of G — ¢. Thanks to the
semigroup property of S we get that:

G(z,t) = S(t)Go(x) = S(h)S(t — h)Go(x) = S(h)G(x,t — h).
Therefore, for all 0 < h < t, we have

G(x,t) = |m_iI;|f<h G(y,t —h). (A.2)

(z,t) being a local maximum of G — ¢, we have, if h is sufficiently small, and | — y| < h:

G(y,t —h) = ¢(y,t —h) < G(z,1) — ¢(, 1),
which is equivalent to
Gyt —h) < Gz, 1) — ¢(z,t) + d(y, t — h).
Injecting this in (A.2) leads to
¢(x,t) < inf h¢(y,t —h).

eyl
A first order Taylor expansion at the point (x,t) leads to
y—x

< i — A ,
0< |:ci2|f§h op(x,t) + Vo(x,t) . +o(1)
Using that fact that —inf(—X) = sup(X), we have
r—y
at¢(mvt) + sup V¢($,t) e+ 0(1) <0.

lz—y|<h h
Thanks to the Cauchy-Schwarz inequality:

V(. t) - %\ < |Vo(x,t).

_ Vo(z,t)
(Vo(z, 1)

By taking y = x h we see that the previous upper-bound is reached. Therefore,

Oz, t) + |Vo(z,t)| 4+ o(1) <0,

and passing to the limit when A — 0 leads to the desired result.
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Appendix B. Practical formulation of the scheme on Cartesian grids

The purpose of this section is to give a finite difference formulation of the scheme to be able to compare
it easily with classical methods for the Hamilton-Jacobi equations. Without loss of generality we focus
on the 2D scheme. Consider a discretization of the domain 2 in an L x L grid of constant space step
in each direction Az = Ay = h. Each cell is numbered by the doublet (i,7) € [0, L — 1]*. Then the
upwind scheme reads

" 1 “\n n —\n
Gy + n ((FSU )z+1/2] (Fa )i—1/2,j + (Fy+)i,j+1/2 — (Fy )z’,j—l/2) =0,

with
‘Gerl Gn
(FJ} )z+1/2,] e o( ?-H,j - GZJ')’
VG =GR+ VG, P
|Gy — Gl
(FLU )z+1/2,] = 2 1 - 9( i+1,j5 Gn ) )
\/( mo— G2+ VG2 { }
G — G
(Fy* )iit1/2 = = O(GY 11 — Gi'y),
V(G = G2+ | VrGr L P
_ Gy — Giyl
(Fy )2j+1/2 = - - {1 — O Zj+1 - GZj)} )
\/( 3,j+1 Gn ) + |VyLGZJ‘2
where O(x) = i ;x:d for x # 0, ©(0) =0, and
n mn n 1 mn n mn n
V:ﬁGm = ( i+l Gi,j)+ ) (1 - Sgn(Gi,jJrl - Gi,j)) (Gi,j T M- )7
mn n n 1 mn n mn n —
V;_Gi,j = ( i+1,j — Gi,j)+ ) (1 - Sgn(Gi—H,j - Gi,j)) (Gi,j - i—l,j) .
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