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Abstract. In this work, we focus on the development of the use of Periodic Boundary Conditions (PBC) with
sources at oblique incidence in a nanophotonics context. In particular, we concentrate on the field transform tech-
nique used for time dependent electromagnetic wave propagation problems. We especially supplement the existing
references with an analysis of the continuous model equations. Furthermore, we propose to use a Discontinuous
Galerkin Time Domain (DGTD) discrete framework and study stability issues. In order to consider realistic test
cases, we also provide additional details about sources, observables (reflectance, transmittance and diffraction effi-
ciency), and the use of Complex Frequency-Shifted Perfectly-Matched Layers (CFS-PMLs). Finally, after academic
numerical validations, two engineering relevant test cases are considered in the precise physical context of nanopho-
tonics with the DIOGENES DGTD solver (http://diogenes.inria.fr).
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1. Introduction

A considerable amount of structures studied numerically in the nanophotonics field can be modeled
using Periodic Boundary Conditions (PBC). Thus, only a unit cell of the computational domain needs
to be considered, the PBC mimicking an infinite repetition of the pattern in space. Periodic structures
in nano-optics cover a vast range of applications, such as color filters [13], reflectarrays for wireless
communications [20], or sensing devices [9]. In many situations, a wide-band plane wave analysis at
normal incidence provides enough information about the structure. However, some applications also
require the knowledge of the device response for a range of incidence angles.

For a better understanding, let us suppose a 2D rectangular domain periodic in direction X and of
lateral size ¢,. Then, suppose a plane wave propagating in the z direction (i.e. at normal incidence)
in the domain. In this case, the PBC for any field U can be written as:

U(zx, z,t) = U(z + 0g, 2, 1).

This situation is represented in figure 1.1(a), where the two matching periodic points (green dots)
can update their field informations using each other’s data at the same time-step. In the case of oblique
incidence (figure 1.1(b)), the update of the left green dot would require information of the right green
dot, which is located in an area that has not yet been hit by the incident field. In other words, this
means that the field update at the left point requires the knowledge of the fields at the right point at
a future time-step:

(1.1)

U(a:,z,t):U(x—l—éx,z,t—l—W),

€0
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where ¢ is the speed of light in vacuum. Because of this causality issue, standard numerical methods
such as Finite Difference Time Domain (FDTD) or Discontinuous Galerkin Time Domain (DGTD)
applied to the governing Maxwell’s equations fail to use PBC as is to simulate structures in the case
of an oblique excitation. Over the years, numerous techniques have been developed in the FDTD field
to deal with this modeling issue:

(1) The sine-cosine method [5], where fields are split on two separate grids corresponding to its
sine- and cosine-dependent components. In this case, a generalized PBC can be used, although
this restricts the computation to single-frequency sources;

(2) The sliding unit cell method [4], in which the unit cell itself is slided as the excitation pro-
gresses in the domain. This method presents several restrictions on the frequencies that can
be analyzed, and several values of the field must be stored at boundaries of the domain for
future updates;

(3) The multiple unit cell method [10], where several unit cells are used at the same time in order
to separate the correct field propagating in the periodic structure from the error due to the
causality issue. On top of requiring field storing for future updates, this method requires two
unit cells in 2D, and four in 3D, which mitigates the interest of PBC;

(4) The angle-updated method [16], in which the time-domain update scheme is rearranged in order
to compute a part of the fields in the domain before starting the actual FDTD computation.
This method suffers from a severe limitation in the incidence angles that can be used (0 < 45°
in 2D, and 0 < 35° in 3D);

(5) The field-transform and the split-field techniques [14]: first, a field transformation is applied
to the continuous Maxwell’s equation that cancels out the causality problem. Then, for com-
patibility with the staggered grid inherent to Finite Difference, the fields are split before
discretization. This method is well spread among the FDTD community, since it allows for
any incidence angle below 90° [16]. However, its counterpart is a reduction of the maximal
stable time-step in the time discretization with the incidence angle (see next section).

Although a large amount of references are available for such techniques in the FDTD framework
(see [17] and references therein), for the DGTD method the literature remains very shallow. To the
best knowledge of the authors, the only methodological contribution on this topic is from Miller
et al. [11], although the method has been exploited afterwards [19]. In [11], the authors revisit the
field transform method, and then present its discretization in the DGTD framework. No analysis is
provided, neither for the continuous nor for the discrete equations. Regarding domain truncation,
only first-order Absorbing Boundary Conditions (ABC) are covered, and very little is said about the
incident fields or the observables.

In this paper, we focus on developing the field transform technique in the context of nanophotonics
periodic structures. We use a DGTD discretization framework for the discretization of the governing
Maxwell’s equation and provide a stability analysis. We extend the technique to incorporate the
possibility of using PML’s and finally, we give several numerical results from academical to more
applied test cases.

In the following section, we shortly sum up the field transform technique, and the continuous
system is analyzed with the method of characteristics and an energy estimate is provided. Then, its
discretization with the DGTD method is covered, and a stability proof is given in this context. Along
the way, insights about the transformation of sources, observables (reflectance, transmittance and
diffraction efficiency), and the use of CFS-PMLs for the transformed system are given and included in
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SIMULATING 3D PERIODIC STRUCTURES AT OBLIQUE INCIDENCES

TF/SF

PBC
odd
PBC

(a) Normal incidence (b) Oblique incidence

Ficure 1.1. 2D configurations of normal and oblique incidence with PBC.
The domain is periodic in the lateral directions and is infinite in the vertical direction.
Here the notation PML at top and bottom already refers to the artificial numerical
truncation of the domain that will be used in the sequel. The incident plane wave is
oriented toward the bottom of the domain. Numerically, this will be imposed at an arti-
ficial interface called the Total-Field/Scattered-Field interface (see later for details). In
normal incidence, the PBC applies naturally, and at each discretization point match-
ing information is available from the periodic neighbor point (green dots). In oblique
incidence, a causality issue appears, since the matching information for the left green
dot is located in a zone that has not been illuminated by the incident field yet.

the analysis. We then consider the numerical implementation and validate the latter on a textbook case
for which an analytical solution is known. Finally, we consider two realistic cases: (i) a silicon-based
color filter, which response is analyzed under various incidence angles, and (ii) a diffraction grating,
for which we compare the diffraction efficiencies at normal and oblique incidences.

2. The field transform technique

2.1. Transformed equations

We denote by eq, o, co respectively the permittivity, permeability and wave speed in vacuum and
follow [11] for the setting of the equations. We now consider a 3D setting and a plane wave of angular
frequency w defined by a wave vector k =t (ky, ky, k) traveling in a background material (see figure 2.1)
with wavefront speed is ¢ (with ﬁ = ¢). We introduce ¢, the relative speed of the wave in this material,
such that ¢ = ¢pcp, and denote €, and uy the corresponding relative electromagnetic parameters. The
permittivity and permeability of the background material are thus respectively given by € = g,
= pppo. In the following, we consider that permittivity and permeability ¢, and pu are scalar
positive constants. We define a normalized wave vector:

k

k= 7 =" (Ky, Ky, k2) =" (sin 6 cos ¢, sin @ sin ¢, cos ) ,
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FIGURE 2.1. Oblique incidence configuration with a scattering structure em-
bedded in a background material. An incident incoming oblique plane wave is
imposed in the background material. It is reflected and diffracted by the scatterer
(here, a sphere on a substrate). The domain is periodic in the z and y directions and
unbounded in the z direction.

FIGURE 2.2. Definition of (0, ¢) angles in the cartesian coordinate system.

where |k| = ¢, and (0, ¢) are defined as the classical spherical angles, see figure 2.2. The vector k is

decomposed in k= ﬁ|| +k 1, where k, is oriented in the common direction of the periodicity planes,
which is here taken to be z-axis for the sake of simplicity. Then:

A~

k| =" (Kz, Ky, 0) and k, =1(0,0,k2).
We then consider a bi-periodic structure (in z and y directions, see figure 2.1) with electromagnetic

positive constants € = gges and pu = pops (€5 and us being the relative parameters) embedded in the
background material. The permittivity and permeability €5 and ps are scalar piecewise constants. We
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denote ¢, = —= - the relative speed in the structure. Let us now recall the source-free frequency-

\/Es
domain Maxwell’s equations in a media of electromagnetic constants (e, u):

jweE(r,w) = V x H(r,w),

2.1
JjwpH(r,w) = -V x E(r,w). 2.1)
The field transform technique consists in formally considering the following transformation:
P(r,w) = E(r,w) exp (jk” . r) )
(2.2)

S(r,w) = H(r,w) exp (ij -r) .

This transformation generates the transformed fields P and S that are not anymore affected by the
tilting of oblique incidence, and are therefore periodic in x and y directions.
Applying transformation (2.2) to system (2.1), a few lines of calculations along with the identity
Vx (@V)=(Vy) x V419 (V x V) lead to:
JweP(r,w) = V x S(r,w) — jk| x S(r,w),
jwpS(r,w) = =V x P(r,w) + jk| x P(r,w).

Formally transforming back to time-domain with the identity jw < % and recalling that k)| = ﬁ|| k|
yields the following system in the time dependent equations:

oP 1A<H 0S
T (r,t) + e X E(r,t) = V x S(r,t),
S k| 0P
—(r,t) — — X —(r,t) = — P(r,t).
P (et = = T t) =~V x ()
Finally, for the sake of simplicity, we classically normalize the latter system following [18] to obtain:
P k; 0S
P+ By vxsep,
ot cp ot (2.3)
oS k, op '
r—(r,t) — — x —(r,t) = =V x P(r,t).
o ) = L T t) = ¥ Pl

with €, = €4, 4 = ps in the structure and €, = €y, pr = pp in the background material. Forming the
vector U = (P, S), one can recast system (2.3) under a more general form:

ouU ou ouU ouU
A B— +C— = 2.4
Q ot ox y C 0z 0, (24)

where A, B, C are the usual coefficient matrices (see definition in [15]), and Q is defined as:
[ e, 0 0 0 0  hKy |
0 CpEr 0 0 0 — Ky
Q= 1 0 0  cer —Ky Kz 0
Ch 0 0 —Ky cpur O 0
0 0 K 0 Cplhy 0
Ky  —FKg 0 0 0 Collr |

Note that system (2.3) both depends (i) on the local material, through e, and p,, and (ii) on the
background material, through its relative speed of light ¢;. The background material is the material
of the infinite surrounding, where the incident field is imposed. Its introduction in the transformation
allows to tackle cases where the considered structure is not embedded in vacuum. The latter system
can be analyzed on the structure (i.e. in the part of the domain occupied by the structure, r = s)
using an eigenvalue study.
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TABLE 2.1. Characteristic speeds for system (2.4), with ¢ = z—:

Ai Multiplicity
Kz ++/ €2 — K2
2 2 3 Cb 2
c2 — K2 — K2
Ko — 62—1132, 9
Cp
P p)
c? — ki — Ky
Ky +V €2 — K2
2 2 3 Cb 2
c2 — K2 — K2
Ky —V €2 — K2
—2 2 3 Cb 2
c2 — K2 — K2
Cp
2
c2 — k2 — K2
e
2
€2 — K2 — K2
0 6

2.2. Characteristics analysis

For a hyperbolic system, we can follow the method of characteristics [15], use the characteristic vari-
ables (which are not detailed here) and conclude that they will travel along trajectories which slopes
are the eigenvalues of Q7'A, Q7'B and Q~!C. These eigenvalues are shown in table 2.1. They play
a central role when considering space time approximation of the system and using an explicit time
integration scheme. In this subsection, we thus also exploit the information given by the eigenvalues to
have an insight on the possible stability of a future explicit time integration scheme (through a fictive
time-step and CFL type condition). Let us now analyze the behavior of these eigenvalues in a few
basic cases. For the sake of simplicity, in this section, we restrict ourselves to non-magnetic materials

(o = ps = 1).

2.21. ¢=0,¢c=1

Having ¢ = 0 (i.e. the wave will propagate parallel to the {y = 0} plane) yields x, = sinf and &, = 0.
Additionally, ¢ = 1 indicates that we are looking at the behavior of the eigenvalues of system (2.3) in
the background material. In this case, their expressions reduce to:

+cp

At - (0) = ————
wta=(0) 1 Fsinf’

+¢
At o= (0) = ———=,
o) = =g
)‘zﬂz*(e) = Ayt

For # = 0°, one recovers the regular eigenvalues A\ = +¢; (which is true even for ¢ # 0). The

latter expressions show that, in vacuum, the speed of some characteristic variables of the transformed
system (2.3) is superior to that of light as soon as 6 > 0°. This fact is coherent with the reduction of
the largest stable time-step with increasing 6 noted in [11], and with our own theoretical predictions
and numerical experiments that will be presented in next sections. As shown in figure 2.3, the most
constraining speed in terms of CFL value is \,+ (), meaning that the maximal stable time-step will

1
be expected to decrease as X0
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A(8)

0 45 90

FIGURE 2.3. Normalized characteristic speeds of system (2.4) for ¢ = 0 and
¢ = 1, with respect to the angle 0 in degree.

2.22. ¢=0,¢#£1

Having ¢ # 1 means that we are considering the solutions of system (2.3) in a material that is not
the background material. The eigenvalues then have the following expressions:

:|:Cb
Apt o (0) = ——
w+a=(0) ¢ Fsinf’
:|:Cb
Ay (0) = =P
v (0) 2 —sin4

)‘sz,z* (9) - Ay*,y*:
The speed of the characteristic variables is still superior to that of the background material. However,
two cases now need to be distinguished:

(1) € > 1, ie. g5 > g (for example, a dielectric slab embedded in vacuum). All values of # in the
range [0°,90°[ are acceptable;

(2) ¢ < 1, ie. g5 < g (for example, a vacuum slab between two dielectric half-spaces). In this
case, \,+(0) is singular for a critical value 6,:

0.(¢)=sin"' ¢, (2.5)

while A\ + () and A, (0) become imaginary with opposite signs for § > .. A plot of 0. as a
function of € is given in figure 2.4. Following Snell’s law, it should be noted that 6. is nothing
else than the angle of total internal reflection, for which all the light will end up travelling
along the materials interface. A direct consequence is that we do not expect to find a stable
time step for the discretization of system (2.3) for 6 > 0. if ¢ < 1. This will be confirmed
with the rest of our study.

2.2.3. General case

For any ¢ values, we recover the critical angle. Indeed, to have a well defined positive square root
in the eigenvalue expression (which will allow for selecting a possible stable time-step in the discrete
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< 45 |- -

1.5 2

Ql

FIGURE 2.4. Plot of the critical value 0. as a function of ¢ in the range [0, 1].
For ¢ > 1, 6 can take all values in [0,90°[.

setting), we have to impose that:

c? — K2 — fiz > 0,
which implies:
sin?(0) < ¢?

2.3. Energy principle and well-posedness

In this section, we investigate the energy of the system and give a well defined mathematical setting.
We truncate the physical domain in the z direction and denote the resulting open bounded domain
by Q C R3 (see figure 2.5). The boundary of Q, I', thus consists of several parts: I'ez; the exterior
artificial boundary and I'p, the periodic boundary. On I'¢;; using a scattered field formulation, will
be either imposed absorbing boundary conditions or a layer of PML’s (see next section). The domain
Q itself consists in the background material €, (with physical parameters &, = ¢, and p, = pup) and
the structure Qg (with physical parameters €, = g5 and p, = ps).

We denote by L2(Q), the space of vectorial functions that are real valued and square integrable on
Q, H(curl, Q) the space of L*(Q) fields with square integrable curl, (-,-)p and ||| respectively the
L? scalar product and L? norm on a given set D. Finally we define # = L*(Q) x L%(Q).

We consider the equations on a fixed time interval [0,7], T > 0. To summarize, we consider the
following system of equations, for all ¢ € [0, T:

k
5T8£('at) + = @('at) = V xS(,t), on Q,
ot Cp ot (2 6)
S k, _op, '
Nra("t) - o X E('ﬂf) = -V xP(,t), on Q.

These equations are supplemented with initial and boundary conditions. For the latter, we impose
PBC on the lateral boundaries of the domain (see figure 2.5). The outer boundaries are not specified
right now to be able to envisage several truncation alternatives.
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Femt

TF/SF

@) g
M ™
[} : Q
Qyp
T
€T Yy Fecct

FiGURE 2.5. Notations. The domain is periodic in the lateral directions, truncated on
Iezt. The incident plane wave is imposed at the Total-Field/Scattered-Field (TF/SF)
interface, and is oriented toward the bottom of the domain. The artificial truncation
can be handled via e.g. a layer of Perfectly Matched Layers (PML’s), see later

We begin our study by an a priori analysis. In other words, we suppose that there exists a unique
smooth solution (P, S) and provide an energy study in the next two propositions. This study will be
the basis for a discussion on well-posedness.

We define V' a subspace of H(curl, 2) for which an integration by part formula

V(f,9) €V xV,(Vxfg) —(f,Vxg)=basalf,g) (2.7)

holds, with bsq a bilinear boundary term such that bpq = br,,, + br,. If V is a space of fields with
well defined L? tangential traces, one has by = (f x n, g)snq which can be understood in the usual L?
sense. If V' consists of less regular fields (e.g. only H(curl, 2)), using e.g. the general theory developed
in [1, Chapter 3|, one can give a rigorous sense to byq.

Proposition 2.1. Assume that (P, S) € C* (0, T, V)2 and that (P, S) verify (2.6). If for allt € [0,T],

A

£(t) = 5 IVE Pl B + 5 ISt A + <'“Q x S(t. ), P, ->>

Q
Then £(t) = £(0) + /0 "b (S, P).

Proof. We take the L?-scalar product of (2.6) with test function (S, P). We obtain:

oP kj oS B
<5rat,P>Q + <Cb X at’P>Q = (VxS,P)q,

S k| oP B
</’1/T8tuS>Q - <Cb X ataS>Q - _<v X P7S>Q7
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which is equivalent to:
10
20t

10 k, oP B
28t<“’"s S)a — < X ot S>Q = —(V xP,S)q.

We can make use of the integration by part formula (2.7) to obtain:

1
2gt<5rP P>Q+< I, 98 P> = (S,V x P)q + bya(S, P),
Q

ot’
10 1A<||
2(%(MTS S)a — <Cb X 8t’s>ﬂ =—(VxP,S)q.
One distinguishes contributions on I'¢;; and I'p:
baQ(S, P) = brP(S, P) + bpm(S, P).
Using the periodic boundary conditions on I'p, we deduce that br,(S,P) = 0. Summing the two
equations:

10 10 | 0S 1A<|| oP

55 (PP - —x P = bre. (S, P
20 Plat 55 (S S>Q+< ot >Q <cb TR 0 bre.. (S, P)
Using the properties of the mixed product, one has:

10 10 IA{H oS k” oP
25t (&P, PYg + = 291 (urS,S)q + <Cb X 0 P>Q -|-< X S, B =br,,,(S,P).

k
Z (e, P, P)g + < C” x ,P> = (VxS,P)g,
Q

Thus,
L0 PPyt t2iL8. 800+ 2 k”st — by (S,P)
gor Tt g S Sla Tt 5, g Te> D
and the result follows. ]

We now prove that the energy &£ is positive under some assumption on k and apply this result in
the special cases considered in this paper.

Proposition 2.2. Under the hypotheses and notations of Proposition 2.1, one has for allt € [0,T)]:

£1)> 5 (1 - ”) IVEP( B, + 5 (1 -

5 (U= ) v 2, + 5 (- ] Ivimste, 12,

N

”) IS,

(2.8)

If one supposes that min(¢, 1) > HE” I, then E(t) is positive quadratic form fort € [0, T]. Furthermore,
if the exterior boundary conditions are chosen such that there exists M > 0 such that for all t € [0,T],

t
/ br.,,(S, P) < M, then:
0
E(t) <&(0)+ M, (2.9)

i.e. the positive energy is bounded.
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Proof. One has:

A
A

k| il
— xS, P)g,.| < ———— S erPllo
G * S Pl < o e VSl IVEP,
kn\
< = IVeSllg, Ve Pllg, -
Using Young’s inequality, we obtain
k| 1]k 0 )
— xS,P < = P — L Sl -
<Cb>< , >Q < EhvErR, + s vasi?,
This implies that:
1 k” k

lA‘II ’ 2 1 H‘ 2
Tusp) = (e - B sz, )
Qs

In a similar manner, we obtain
(Sxs) == (Gl ivepin, + 3 i 1vmsis,).
Qp

Ch

Combining these last two estimates with the definition of £, we obtain (2.8). The conclusions then
follow from (2.8) and Proposition 2.1. |

Remark 2.3. If one considers absorbing boundary conditions (first order Silver-Miiller) or perfect
electric conductor boundary condition on I'eg¢, then we expect br,, (S,P) < 0. In this case, the energy
is decreasing.

Remark 2.4. We recover the stability condition inferred in the characteristic analysis through the
condition [[k;[| < €.

Remark 2.5. We would like to point out that this study naturally extends to classical dispersion
models such as the Drude model or even generalized dispersion laws that are commonly used in
nanophotonics. Indeed, these models consist only in adding auxiliary ordinary differential equations
(see [8] for details on the models) that are linearly coupled to Maxwell equations via a source current.
For readability, we do not detail this extension here, since it is straightforward. We refer the reader to
the discussion on this topic in section 3.5).

This first a priori study set the basis for possible results of well posedness. To this end, we introduce
the following bilinear form on H x H:

(e _ 1 k) l
ag : (u = (u1,u2),v = (v1,v2)) = 5 | (Erur, vi)o + (Hruz, v2)o + X ui,v2 ) + X v, uz ) |-

2 Cp Q Cp Q

This bilinear form is symmetric. Furthermore, if min(¢,1) > ||1A<|| ||, ag is positive definite. Indeed,

first for all u = (u1,u2) € H on has
1 k|
ag(u,u) = 5 | (erur, ur)a + (truz, uz)o + 2 { — X ui,up .
Q

2 Cp

Following the proof of Proposition 2.2, we have,

A

kc”', 1 H&”H) (IVEuld + I Viruall3) -

1 .
ag(u,u) > 5 Inin (1 -
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This yields that ag is positive definite and thus is a scalar product, if min(¢, 1) > \\§|| ||. We define
|| - [|@, the associated norm. This norm is equivalent to the canonical H norm. Thus (#, ag) is a Hilbert
space.

Let us now define the unbounded Maxwell operator Ajp; with domain D(Ays) as follows: for all
u = (uy,u2) € D(Anr), An(u) is given by

o V x Uug
Apr(u) = ( V% ) . (2.10)
Remark 2.6. At this step, we do not explicitly specify the domain D(Ajy) to include more generality
in the results.

Furthermore, we define Q the linear continuous operator on H, defined for all u = (uy,u2) by
Q(u) = Q .

We can rewrite the set of equations (2.6) as a Cauchy problem

{atu = Qo An(u),

2(0) = g (2.11)

with ug € D(Apr).
Direct computations lead to the following.

Proposition 2.7. One has for all u,v in D(Ap)
ag(Q o Ay (u),v) = (Ap(u),v)q, (2.12)

This proposition implies that well-posedness study of (2.11) is closely related to the study of well-
posedness of Maxwell’s equation. Indeed, from this proposition, we deduce in particular that if Ay,
has an adjoint A}, (with domain D(Axy)) in (H, (-, -)), then so does Qo Aps in (H, ag) and this adjoint
is Q o A};. Furthermore, if Aps (resp. Aj},) is monotone in (H, (-, -)), so is Q o Aps (resp. (Qo Ap)*)
in (H,ag). The same holds for skew-adjointness property. By specifying the domain D(Ays), well-
posedness results can therefore be obtained from results of well-posedness for the classical Maxwell
case (i.e. with unbounded operator Ay;, with domain D(Ays)) using e.g. theorems as in [1, §4.3,
p. 162]. As an example, considering periodic condition on I'p and perfect electric conducting boundary
condition (u; xn = 0) on I'ey lead to skew adjointness of the operator, and Stone theorem (see e.g. [1,
p. 164]) help to conclude. In other words, under suitable assumptions, one would be able to address
well-posedness of (2.11).

3. The DGTD method

We now turn to the numerical approximation. The discretization framework is based on a DGTD
scheme. Since the type scheme that we use is well described in a significant number of references
(among them see e.g. [11] in the context of PBC, [18, 8] in a nanophotonics context), we choose
to give the reader a brief presentation of it and refer to the above mentioned references for a more
thorough description.

3.1. Numerical scheme and stability

The steps of the derivation of the DGTD scheme of system (2.3) are well described in [11]. An important
point is that the numerical flux, that is introduced through the DGTD scheme, does not need to be
modified for the transformed equations. This makes the derivation straightforward.

We consider that © C R3 is a bounded convex domain (in fact here, even parallelipipedic as
described previously), and n the unitary outward normal to its boundary 9€2. Let €, be a discretization
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of , relying on a quasi-uniform triangulation 7 verifying ) = U,f\il T;, where N € N* is the
number of mesh elements, and (T,‘)ie[[l, N the set of simplices. For each cell T;, V; is the set of indices
{k € [1,N]| T; N T} is a triangular face}, (a;)iey, the corresponding faces and n;; is the unit normal
to the face, oriented from T; to T; for [ € V;. Then, let us fix k > 0 and introduce V}, the subspace
of L%(Q) fields that are polynomial of degree at most k, on each element of the mesh. For each
Wy, = (WP, W/, W}) € Vi, we denote by W, the vector of degrees of freedom on W}, restricted to
the element T; on the classical Lagrange nodal basis. We suppose that the triangulation is aligned
with the various physical media, i.e. an element of the mesh is included in one and only one physical
medium.

We use an element-wise weak formulation for (discontinuous) unknowns in Vj,, where communication
within two cells of the mesh is recovered by introducing fluxes. The semi-discrete DG scheme reads in
a matricial form: find (Py,Sp) € Vi, X Vy, such that for all i € {1,..., N},

o[ P; et | —KiSi D0 ey SiS

v i _ M 97 eV; Ril x :| 1

ot [ Si ] QM [ KiPi — > ey, SuPy |7 (3.1)
where, if we denote for i € {1,..., N}, (di)ieq1,....ay the local Lagrange vectorial basis function on the

element T;:

e M is the local mass matrix on the element T; (of size d x d) with (M;);; := / Erdij - il
(7,1) € {1,...,d}?,

o K; the rigidity matrix on the element T; (of size d x d), with (K;);; = / bij - V X i,
T;
(7,1) € {1,...,d}?,

e S;; the interface matrix, with (Si);; = / bij - Pi X Migds, (4,1) € {1,...,d}? g€ V.
Qiq

Furthermore, P, and S, represent the numerical fluxes on the interfaces [18]:

1 1
=—— ({YP!. i Sl..), Si=
}/;+}/l({ }zl+anlx[[]]zl) Z7,+Zl

*

({28}, — any < [P];). (3.2)

on T;NTy;,i€{l,...,N}, | € V;. The quantities Y = \/;IT and Z = % are respectively the material
admittance and impedance. Here Y;, Z; denote their restriction on a triangle 7;. The parameter « is
a given real in [0,1]. When a = 0, one obtains the so-called centered flux. When o = 1, one obtains
the fully upwind flux.

Semi-discrete initial conditions are chosen in accordance with the continuous ones such as Pp(0,-) =
I, (P(0,-)) and S, (0,-) = I1,(S(0, -)), with IIj, a well-chosen projection operator such as the L? one.

Proposition 3.1. Let us suppose that (Sy, Py) € C*([0,T],V5) x CL([0,T],V},) is a solution of sys-
tem (3.1) for a given o € [0,1]. If one defines:

1 1 k
Ent) i= 5 INVETPa(t, ) + 5 VRSt lIE + <'b' X Si(t, ), Py, ->> 7 (33)
then & is a positive quadratic form under the assumption that HEH H < min(¢,1). Furthermore,

Sh(t) < 5h(0) + /Ot<Sh X N, Ph)FeztdS (3.4)
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Proof. We rewrite (3.1) in its variational form. Then the proof is a direct combination of the
arguments that appeared in Propositions 2.1 and 2.2 and classical arguments, depending on the fluxes
used (see e.g. [8]). We choose not to reproduce it here and will rather focus on the added difficulty of
the time discretization. [ ]

We directly conclude to the following
Corollary 3.2. If boundary conditions are chosen such that there exists M > 0 (independent of the
t
discretization parameters) such that ¥ t € [0,T], / (Sy, x n, Py)r,,, < M, then the semi-discrete
0

scheme is stable.

Remark 3.3. As for the continuous case, the semi-discrete scheme is thus in particular stable if one
chooses absorbing boundary conditions or perfect electric conducting boundary conditions.

Regarding the time integration of (3.1), we first propose to investigate the stability of a simple
classical explicit scheme (leap-frog with centered fluxes with perfect electric conducting boundary
conditions on ey, i.e. P xn =0 on I'eyy). in order to understand the impact of the field transform
technique on the CFL condition. In the numerical simulations, for accuracy reasons, we would prefer-
ably use the well-known five-stages fourth-order Low-Storage Runge-Kutta (LSRK) method described
in [2] combined with upwind fluxes (a = 1).

We consider a given uniform subdivision of the time interval [0,7] of J + 1 points (J € N*) and
At > 0 the corresponding time-step. A leap-frog time integration of (3.1) with centered fluxes (i.e.
a = 0 in the expression of the fluxes (3.2)) gives the fully discrete problem: For all n € {0,...,J},
find (P", S”+%) € Vj, X Vy, such that on each element T; (i € {1,...,N}):

. K st ogrs 1 ,

B e X T | | K Dy, S (3.5)
i 28, ky  PIT-pr KPP — Yy, SuPr! | .

Hr—=—RAe g X At ’

We define the modified total energy at time-step n as follows:

1 1 1/k
&t = SIVEP" A + 5 (1 S™2, 8" g + o <Cg x §"3, P74 P> . (3.6)
Q

Proposition 3.4. Assume that min(¢, 1) — ||k|| > 0. The energy & is positive under a CFL condition
given as

At _ (e, 1) — [l
Cp
with M a positive generic constant independent of the discretization parameters.

9

Proof. First we decompose the total energy in a sum of local energies on each element of the mesh.
Thus, we denote

1 1 1 /k
EM = S ||VEP |2 4+ (e S™E, S )y 4 = ( —b x gntE P PRl
2 i T T o\ .

and we have &' = 7, £'. And

1 1 1 1 1 1 1
&' = SIVEP 7, + SIS " EF, — {82, 872 — 872y,

A~

1/k
s <” x 8"tz Pn P”‘1> (3.7)
2\ ¢ T
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Using (3.5), we find
%<MTS"+%,SH+% — 8" i)y,

k
LS ety gt ) LAk v o 7R — L AKPT xn, 87 (3.8)
2\ & .2 2
Combining (3.7) and (3.8), we find

1 1 1/k 1
= —IWVEP | + | VmS 2|2 — = (L x (P" —P"1),8"T2 ) — ZAKP",V x S*T2)y,
2 2 2\ ¢ T 2 ‘
1 n n+i 1 IA{” n+i n n—1
T;

Thus using boundary conditions,

A~

RV 2 = Smta |2 all x 8"tz pn _Laupr v st
|| e P|IF, + II\/ur I+ 2, 5 AUPT, V x )T;
T;

1
+ ALY (P! xn, S™t3),  (3.10)

ley;
In a similar manner as in the proof of Proposition 2.8, we have
n n+ 2 lA{ n+ n
> *H\/5P 1%, +*||\/urS 2, + (=L x s" P
i b Ti
1 k| a2, L ntl
zo |t | IVEP g + 5 | 1 H\/Mrs 2

(“HkHH)IWETP”IIQb (“HkHH)HW s (3.11)

For the last two terms of (3.10), one makes use of Young’s mequahty and inverse 1nequaht1es stating
that there exists C' > 0 independent of the discretization parameters such that for all Uy € Vp,

C
HVXUMESEWUNE

and

| |Unll;

C
U < —
| hHBTz = m‘

(here h; denotes the diameter of T;). Using that either 7; C Qg or T; C Y, that ¢, is constant on {2
and €, and that u, = 1, we have that there exists C' > 0 such that

1 1
B §At<Pnav X Sn+%>Ti + iAt Z<P:} X n, Sn+%>az‘l

ley;
1 c”At n c”At n c”At n
> _ZC |verP ||T - *C (RVIS +2||T Z (8 Ve P ||T
ley;
cZ T,At n cl rAt n cl ,,At n
+8 2 VS 3 |13, + IVEP |7, + S C—=— |/ S"2 HT> (3.12)

with ¢, = ¢s or ¢, = ¢ with k € {I, 4} dependlng on the physu:al domain where T}, is included.

145



J. VIQUERAT, N. SCHMITT, et al.

Finally, summing over all mesh elements and using quasi-uniformity of the mesh, one has that there
exists M > 0 such that

> (—At<P” V x S"Fa) . + 2At > (P!'xn, 8"z )au)

7 ley;
> -1 Cb“ufP"nQb MR s,
- CSAtII\FP”Hm MO st R, (313)
Combining this last estimate with (3.11) leads to
e 5 (1- 2 i) VAP, + 5 (1- M2~ Iyl ) VST 4R,

h
1 csAt Kyl | csAt Ikl ntd 1o
+2<1_Mh_c [v/esP ||QS+§ 1—MT—? lV/1sS" T2 |G, -

This implies that if

At _ ) min(e, 1) - ||k||||7

Ch

then the energy is positive. ]

1
Proposition 3.5. For all n € {0,...,J — 1}, the modified energy S;HQ verifies a discrete energy
principle,

gt —gr=o. (3.14)

Proof. Let n € {0,...,J — 1}. Using the scheme with the adequate test functions Pt 4+ P" and

St in respectively the first and second equation (at time n and n + 1 for the second equation)
of (3.5), one obtains:

k
IVEP™ B, ~ IVEPMIE, + <c” C (5 gy P pn>
b -

1

= AH=S"2,V x (P 4 P™))r, + At S (SVT2 x 0, P"TL 4 P,

LeV;

A

k
(r(S"+2 — 8"77), 8" 3)p, — <c” X (P”—P"—l),sn+%>
b T; (3.15)

— AP,V x 8™ 3)p, — At S (P? x n,8"3),,
ley;

A

: k
(ur(S"E — 873), 8" 3) g — (L x (P - P7) S
Cp T
= At<Pn+1, V x Sn+%>Ti — At Z<P:}+1 X n, SnJr%)ail'
ley;
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We add the three resulting equations and rewrite them using the properties of the mixed product:

k
|VEPTH 2, <c” X (S5 —§ny) prel 4 P"> (s sy
b T

A

n|2 k
— Ve P17, —

o
Ch

% (PnJrl o Pnfl)’ Sn+é> . </~Lrsn+%7 Sni%)Ti
T;
1
— —AHS"3,V x (P 4+ P, + At Y (T2 xn, PP 4 P,
lev;
+AHP" + PV X 8"F3) g — ALY (P74 PP xn, S™3),,. (3.16)
ey,
Let I; be the right hand side of this equality and using integration by part formula and the expression
of the centered flux, we obtain
> I :=0.

Furthermore
S (gt gty et ypr) (KL et proty gned
Cb Tl Cb Tl

A

_ ﬂ x Sn-i—%’ prt! +Pn ﬂ X S"+%7Pn + P! (317)
Cp T Cp T

A

Summing over all the elements, taking into account all the contributions, we find:
gt —gr=o. (3.18)
|

The last result together with Proposition 3.4, leads to the stability of the scheme under the CFL
condition of Proposition 3.4.

The same kind of analysis can be adapted to take into account for the upwind fluxes and absorbing
boundary conditions (the latter have only negative contributions in the energy principle), and to more
complicated schemes such as explicit Runge-Kutta type time discretization scheme. This could be
obtained by adapting the arguments of this paper and those of [8]. However, this would end up in a
lengthy, tedious and technical proof that we choose not to reproduce here. In the simulations, we will
mostly use explicit LSRK schemes with fully upwind fluxes (as mentioned earlier) and we will verify
empirically the accuracy of the above CFL condition.

Remark 3.6. As a side note, we would like to notice that one could be tempted to discretize sys-
tem (3.1) as follows with a LSRK scheme:

[ P 1" _ Mt { —KiSi + > ey, SuS- r n —lAf|| x oP; "
S ! K;P; — Zlevi SuP. k” X OS; ’

the additional time-derivative term being stored at each time-step and acting a source on the right-
hand side for the computation of the next time-derivative of the fields. Although this method leads
to a stable and valid discretization, the stability constraints with increasing angles are much worse
than that obtained with time integration of the scheme (3.1) using LSRK4, leading to unbearably long
computation times.

We now specify the type of sources and boundary conditions that we are using.
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3.2. Incident field

When implementing the field transform equations into a time-domain solver, care must be taken to
adapt the expressions of the source fields to the new formulation. Here, we cover the well-known case
of the wide-band plane wave source in a background material. It reads for respectively the electric and
magnetic fields

e 2
[, kr
k- t—
Eine(r, ) = Egsin <w0 <t — r)) exp ,M ’

ch 202
. 3.19
H.. — k x Einc ( )
mc — Zb bl
k-Ey=0,

where wy is the central frequency of the pulse, o controls the width of the Gaussian (and hence the spec-
tral range), and Z, is the optical impedance of the background material. The third equation expresses
that the polarization and the wavevector must be orthogonal. Applying transformation (2.2) to the
frequency-domain version of system (3.19) and transforming back to time-domain is straightforward:

N 2
i k| r
k, - t— =
Piyc(r,t) = Pysin <<.u0 <t i r)) exp _M

Cp 20’2 ’

Care must be taken that the transformation does not affect the second and third relations, where the
full wavevector still appears.

3.3. CFS-PML

We now turn to the treatment of the exterior boundary. As mentioned earlier, we have to artificially
truncate the domain in the non-periodic directions. We could have used absorbing boundary conditions,
but we rather choose to add a PML layer at the artificial boundary that will absorb the field scattered
by the structure. Initially designed by Kuzuoglu et al. [7], the first adaptation of CFS-PMLs to the
DGTD framework was recently proposed in [6]. These PMLs rely on a complex stretching of the spatial
coordinates:

0 1 0 ok
el 2 with —1—
2% (@) Ok with sg(w)

and k€ {z,y,z2}. (3.20)

w —

In the latter expression, o represents the damping rate of the PML, while oy, is the actual frequency
shift. In the original expression of the CFS-PMLs, a real stretch was also present, but it was removed
here for the sake of simplicity. The reader is referred to [6] for additional details about the CFS-PML.
On the PML layer, the modified Maxwell’s equations for the scattered field under this stretch are given
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by (see [6]):

OE

ETE: VXH—GE—G{E,

oGY

87:: o, OV xH-(a; +0,)0GY,

0GE

——=—-0_0V_xH-(a_+0_)oGE,

ot (3.21)
OH '
fr— = -V xE-GHI - GH

ot

oGH

at+:—o'+®V+XE—(OL++O'+)@GH,

oGH

Tt_: o_OV_xE—-(a_+o0_)oGH,

where the following notations are used:

6yUZ azUy Uy UZ
VyxU=|0U, |,V_oxU=| 90U, |,00.=|0, |,0_=1| 0z |,
0.Uy OyUs Oy oy

and similarly for a4 and a_. The notation ® designates the element-wise multiplication for vectors,
while GK and GY are additional fields required for the resolution of the field damping within the
PML region. Applying the field transformation (2.2) to the full system of Maxwell’s equations with
CFS-PMLs would lead to a very large, tangled system with 18 equations, thus considerably enlarging
the size of matrix Q. To get around this problem, it is however possible to apply the coordinate
stretching (3.20) directly to the transformed system (2.3). Since the modifications brought by the
stretching only impact the spatial derivatives, the standard derivation can be followed as in [6], and
the final continuous system of equations reads (again for the scattered field):

gr‘nging: VxS-GP-GF,
a;ﬁ: 0, OV xS— (o) +0,)0GE,
ag;j:—o-_@V_xS—(a_—FO'_)@GI_D, (3.22)
Mrgfgxg’:vXpeiGi,
8?}__J+@v+xP—(a++a+)®Gi,
8?:_ o OV_xP—(a_+o.)oG2.

After discretization, the CFS-PML equations can be solved as they are with the standard Maxwell’s
scheme (see [18]), while the damping fields GY and GY (for U € {P, S}) only need to be incorporated
to the RHS of the P and S update equations. The reader is referred to [6] and [18] for the details of
the DG discretization of CFS-PMLs.
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3.4. Total Field/Scattered Field (TF/SF) formulation.

The combination of the absorbing PML layer and the incident field is dealt with by using a classical
TF/SF strategy that exploits the possibility of splitting the contribution of the fields in their incident
and scattered parts. In this manner, the computational domain is split into two parts: one containing
the main scatterer where the total field is computed and the other complementary part where only the
scattered field is computed (thus including the CFS PML zone). The incident field is in consequence
imposed through the TF/SF interface that delimits these two zones (see e.g. [18] for more details) and
figure 1.1 for the whole picture.

3.5. Incorporation of dispersion models

At the frequency range considered in nanophotonics, the impact of dispersion can not be neglected in
metallic media. The electrons don’t instantaneously react to the applied electric field. This is rendered
via frequency dependent permittivity laws, and thus frequency dependent speed of propagation of a
given incident wave. In the temporal domain, this behavior is expressed via the introduction of one (or
possibly multiple) polarization current(s). In the simplest version of a dispersion model (that is the
framework used in this work), the evolution of the polarization currents is driven by auxiliary ODE’s
that are linearly coupled to Maxwell’s equation as source currents.

For the sake of clarity, we recall the most classical version of such dispersion models called the
generalized dispersion model.

wdH = —VxE,
8085815]3 = VxH- Jf — Jb,
0Is = —Js+ wieoE,
Iy = Jo+ > Ti+ >, Ti
i€l i€ Lo
3.23
Jo = o+ > T |E (3.23)
i€Lo
Ji = aE-bP;, Vie L,
8{731‘ = ji7 Vie Ll’
0T = (i—difi)E— fiTi—ePi, Vie Ly,
oP; = d;E+ T, Vi€ Lo.

The fields J; and Jy, are the polarization currents of respectively the free and bound electrons. The
parameters 7y, wl% and o are given physical parameters. The bound polarization decouples into several
polarization currents. Their evolution is given using the set of parameters (a;, b;)icr,, (¢i, di, €i, fi)icLys
that are given parameters, used to design the model according to experimental data. The classical
Drude model, as referred to in this paper, corresponds to the case where J, = 0.

We refer the reader to [18, 8] for more details.

In the sequel for realistic numerical simulations, we will rely on such models. The extension of the
field-transform technique is straightforward in this case.
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4. Numerical results

We now concentrate on the numerical results. We will first provide some useful observables. Then, we
illustrate the behavior inferred from the theoretical results and then tackle several nanophotonic test
cases.

4.1. Observables

A few observables are usually at the heart of the analysis of periodic structures. In this section, we
shortly review some of them, and see how they transform in the case of oblique incidence.

4.1.1. Reflection and tranmission

The most common quantities of interest for periodic structures are certainly the reflectance R and
the transmittance T, which are frequency-dependent quantities that provide informations about the
capability of a structure to reflect or let power flow through it. They are usually computed from the
time-averaged Poynting vector:

7= %?R (BxH), (4.1)

where we denote by * the Fourier transform.
Integrated over proper monitoring surfaces, this leads to the knowledge of R and T":

/ Tsca " 11 / Ttot - 11
S So

R(w) =22 T(w) =2
/S_ﬂ'inc'n

/ Tinc * 11
S; i

7

where the subscripts refer to scattered, incident and total field.
Thanks to the conjugate in expression (4.1), applying the field transform (2.2) simply leads to:

7= %3% (Px87). (4.2)

4.1.2. Diffraction efficiency

A particularly important class of periodic structures is that of gratings, which have the ability to
diffract incident light in a discrete set of beams, each one propagating in a specific direction. The
functioning of a grating is usually characterized by the computation of its diffraction efficiencies
Tn,m, Which describe how the transmitted (or reflected) power divides between the existing diffraction
orders [12]. Assuming a doubly periodic domain with lateral sizes a, and a,, the propagative scattered
far field at a fixed height zy above the grating can be decomposed on a Fourier basis:

A

Egea(r,w) = Z €n,m(w) exp [z (kicax + k;"ay)}
(n,m)ez?

= > enm(w)expli((ke +kn)z + (ky + km) )],
(n,m)eZ?

(4.3)

where we defined k,, = 2, k,, = 272 In expression (4.3), each couple (n,m) contributes to the sum
@ y
under the condition that:

K = \/Ik[? = (k, + kn)? — (ky + kpn)® €R, (4.4)
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meaning that only propagative modes can contribute to the far field. The complex Fourier coefficients
are defined by:

1

Ay

enm(w) =

[ Bl exp = (6 + k) 2+ (06, + ) )] dady, (4.5)

Ar Ay

Analogous steps apply for the H field, leading to a similar expression for h,, ,,(w). For each propagative
mode, an associated Poynting vector can be computed:

1

Tnm (W) = 5?)% (emm (w) x hy, ., (w)) , (4.6)

from which the mode-wise diffraction efficiency can be defined:

nn,m(w) = QgxGy Wn,m(w)‘ (47)

The diffraction efficiency is related to the reflectance as follows, under condition (4.4):

Rw)= Y tmw), (4.8)

(n,m)€Z?

As can be seen from expressions (4.6) and (4.7), the definition of 7, remains unchanged under
transformation (2.2):

T (©) = 38 (D () X 7 () (19)

where p,, ,,, and s, are respectively defined using expression (4.5) replacing E with respectively P
and S.

Remark 4.1. All these quantities are here defined as functions of frequency. However, in the numer-
ical results sections, these latter will be instead represented as functions of wavelength. Abusing the
notations, we will still write R(X), nn m(A) ete.

4.2. Time-step reduction

As a first validation of the results of section 2.2, we consider a bi-periodic domain of lateral size 75
nm that consists of vacuum, terminated with CFS-PMLs regions at the top and bottom. A broadband
plane wave with significant intensity in the range A € [150,600] nm is injected through a Total-

Field/Scattered-Field (TF/SF) interface, and the quantity At = Azz(:ag)o) for 6 € [0°,90°[ is computed,
where At(f) denotes the maximal stable time-step found for a given angle #. The scheme used is
LSRK4 with upwind fluxes (a = 1). The results, obtained for piecewise P35 polynomial approximation,
are shown in figure 4.1 along with A +. Although there is not a perfect match, the general trend
confirms our previous analysis. The deviation observed for large incidence angles can be attributed to

the dissipation induced by the fully upwind scheme that stabilizes the numerical algorithm.

4.3. Critical angle with dielectric background

We now consider a slab of vacuum (¢, = 1) embedded in a dielectric background for which ¢, = %,
i.e. gy = 2. In this case, the expected critical angle is . = 45°. The rest of the configuration is similar
to that of last section. In figure 4.2, we plot the figure of merit At: as before, although the match
is not perfect, the trend of the numerical results decently follows the theory. As it was suggested in

section 2.2, no stable time-step can be found for 6 > 6., confirming the previous analysis.
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FIGURE 4.1. Relative maximal stable timestep At = Agg(:{;)r) for 6 € [0°,90°]
compared to A + in vacuum.
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FIGURE 4.2. Relative maximal stable timestep At = %(:9())0) for 0 € [0°,45°]

compared to A\ + for a slab of vacuum embedded between two dielectric half-spaces.

4.4. Bi-periodic gold slab

We consider the case of a bi-periodic gold slab of thickness 50 nm embedded in vacuum and illuminated
by a wide-band plane wave pulse with TM polarization. As before, the lateral size of the domain is 75
nm, and the incident field is injected through a TF/SF interface. The gold is described by a simple
Drude model, and the wavelength range of interest is [150, 600] nm. In this problem, the observable of
interest is the reflectance, whose analytical solution can be computed with a transfer matrix method.
Regarding the DGTD discretization, a P3 polynomial approximation is used along with a fourth-order
scheme in time with upwind fluxes (o = 1), leading to an overall fourth-order accuracy in both space
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and time. Results are shown in figure 4.3. A perfect match is observed between the numerical and the
exact solution, both for normal and oblique incidences.
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Ficure 4.3. Reflectance of a bi-periodic 50 nm thick gold slab under nor-
mal and oblique incidence computed with third-order polynomial basis (full line)
compared to exact solution (dots).

4.5. Dielectric color filter

We now consider optical color filters composed of silicon nanodisks deposited on a glass substrate
and embedded in PMMA, as presented in [13] (see figure 4.4). In this contribution, the authors
present a set of substractive filters, for which they compute and measure the transmission in normal
incidence. In this section, we reproduce the results for a magenta filter under normal incidence, before
exploring its response under oblique incidence using the field transform technique, for various angles
and polarizations. Results are shown in figure 4.5. As can be seen, at oblique incidences, the filter
response is altered: in TM polarization, the filtered wavelength is blue-shifted for 8 = 20°, while the
quality factor of the filter is seriously decreased once 40° of incidence is reached. In TE polarization,
the filtered wavelength is red-shifted for § = 20° with new resonances appearing for longer wavelengths.
For 6 = 40°, the filter efficiency is seriously compromised. As an illustration, we show in figure 4.6 a
field map of the Fourier transform of F, at the operating wavelength of the color filter, illuminated by
a monochromatic plane wave with incidence angle 8 = 30°. For clarity, the fields are not represented
in the PML regions (at the bottom and the top of the domain).

4.6. Two dimensional silicon grating

We now consider a two dimensional silicon grating on a silicon substrate of infinite depth as depicted
in figure 4.7. The lateral periodic unit cell length is dg = 700 nm, the height of the grating hg = 350
nm, and the substrate infinitely extended in the negative z direction. For silicon, we used the material
parameters from [3]. As for the previous examples, the incident field is injected through a TF/SF
interface, on which the reflectance R and diffraction efficiencies 7, ,, are computed. Results of the
computation for normal (# = 0°) and oblique (f = 20°) incidences are shown in figures 4.9 and 4.8.
In normal incidence, it is visible that the normal mode 7 is the only contributor to the reflectance
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FIGURE 4.4. Silicon-based color filter embedded in PMMA, deposited on a
glass substrate. For the magenta filter, the height of the silicon cylinder is 80 nm,
and its diameter is 130 nm. The lateral size of the domain is 330 nm. At the bottom,
the glass is embedded directly in the PML region, thus mimicking an infinitely thick

glass layer.
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FiGURE 4.5. Transmission of the magenta color filter at normal and oblique
incidences, for both TE and TM polarizations. For both polarizations, the filtering
function is altered, either by diminishing its efficiency, or by shifting the filtered wave-

length.

above 500 nm. At lower wavelengths, a set of four symmetric high-order diffraction modes appear. As
could be expected, the situation is different at oblique incidence, where high-order diffraction modes
appear at larger wavelengths. Only two symmetric modes appear below 600 nm, while a higher-order

asymmetric mode is present below 480 nm.
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FiGURE 4.6. Field map of the Fourier transform of F, for the color filter
setup. The device is illuminated from below by a monochromatic plane wave with
incidence angle 6 = 30°.

5. Conclusions

In this paper, we complemented the work of [11] on the use of the field transformation technique
to handle oblique incidence with regular PBC on 3D periodic structures in the DGTD framework.
The transformed equations were analyzed with the method of characteristics and energy techniques,
highlighting several limitations that were then confirmed through numerical experiments. The DGTD
discretization of the transformed system was recalled, and the stability of the semi-discrete formulation
was proven. Then, insights were given about the effects of the field transformation on the incident
field, the observables, and the use of CFS-PMLs in this context. Our implementation was validated
on a textbook case, before being applied to the study of two real-life cases: (i) the robustness of a
silicon-based color filter against various incidence angles, and (ii) the computation of the efficiency of
high-order diffraction modes in a silicon grating.
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F1GURE 4.7. Computational mesh of the grating unit cell. Gray: periodic bound-
ary faces; pink: TF/SF interface; red: silicon grating on infinite substrate; the remaining
domain is air. Both the silicon substrate and the air are truncated by PMLs (not shown
here) in the z direction.
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FIGURE 4.8. Diffraction efficiencies of the grating at normal incidence (0 =
0°). The reflectance coefficient is shown in gray dots, while the relevant diffraction effi-
ciencies are shown in blue, cyan and orange. As could be expected, the tilted incidence
angle gives rise to different high-order diffraction angles than for the normal incidence
case (figure 4.8). Only two symmetric modes appear below 600 nm, and an additional
asymmetric mode is also present below 480 nm.
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FIcurE 4.9. Diffraction efficiencies of the grating at oblique incidence (0 =
20°). The reflectance coefficient is shown in gray dots, while the relevant diffraction
efficiencies are shown in dark and light blue. As can be seen, the normal mode ng ¢ is
the only contributor to the reflectance above 500 nm, where a set of four symmetric
modes appear.
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